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Abstract

In this dissertation we present new results in the theory of symplectic systems on time scales (also symplectic dynamic systems) obtained and published by the author (jointly with collaborators) during his doctoral study between the years 2007 and 2011.

The dissertation is organized into five chapters. The study of symplectic systems is motivated in the introductory chapter, where an overview of the new results contained in the text is also given. In the second chapter, the reader will find fundamental parts of the time scale calculus indispensable for the understanding of the subsequent chapters.

The main body of the text is represented by the following chapters. In Chapter 3, we define trigonometric and hyperbolic systems on time scales and study their properties. Solutions of these systems generalize the well known trigonometric functions sine, cosine, tangent, cotangent, and their hyperbolic analogies. They also satisfy formulas generalizing some of the known trigonometric and hyperbolic identities from the scalar continuous case (e.g., Pythagorean trigonometric identity, double angle, product-to-sum, and sum-to-product formulas). In the following Chapter 4, the Weyl–Titchmarsh theory for symplectic dynamic systems is established. We generalize results for linear Hamiltonian differential systems obtained particularly during the second half of the 20th century. The theory given in both of these chapters is new even for symplectic difference systems, which are a special case of the symplectic systems on time scales. In the final chapter, we pay our attention to the most special case of the symplectic systems on time scales, namely to the Sturm–Liouville dynamic equations of the second order. For operators associated with these equations we characterize the domains of their Krein–von Neumann and Friedrichs extensions and also introduce the concept of the critical, subcritical, and supercritical operators. Some results obtained in Chapter 4 are also new in this special case, therefore the most important results of the Weyl–Titchmarsh theory for the second order Sturm–Liouville dynamic equations are given in the last part of this chapter.

For completeness, this dissertation is finished with a sketch of a further research in the presented theory, author’s current list of publications, and his curriculum vitae.
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We could, of course, use any notation we want; do not laugh at notations; invent them, they are powerful. In fact, mathematics is, to a large extent, invention of better notations.

---

**List of Notation**

For reader’s convenience, in the following table we present a list of symbols (followed by an explanation of their meaning) appearing in this dissertation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{C} )</td>
<td>the set of all complex numbers</td>
</tr>
<tr>
<td>( \mathbb{R} )</td>
<td>the set of all real numbers</td>
</tr>
<tr>
<td>( \mathbb{Z} )</td>
<td>the set of all integers</td>
</tr>
<tr>
<td>( \mathbb{N} )</td>
<td>the set of all natural numbers including 0</td>
</tr>
<tr>
<td>( \mathbb{T} )</td>
<td>a time scale</td>
</tr>
<tr>
<td>([a, b])</td>
<td>an interval of real numbers</td>
</tr>
<tr>
<td>([a, b]_\mathbb{Z})</td>
<td>a discrete interval</td>
</tr>
<tr>
<td>([a, b]_\mathbb{T})</td>
<td>a bounded time scale interval</td>
</tr>
<tr>
<td>([a, \infty)_\mathbb{T})</td>
<td>a time scale interval, which is unbounded above</td>
</tr>
<tr>
<td>((-\infty, \infty)_\mathbb{T})</td>
<td>an unbounded time scale</td>
</tr>
<tr>
<td>(\mathbb{R}^{n\times n})</td>
<td>the set of all real (n \times n) matrices</td>
</tr>
<tr>
<td>(\mathbb{C}^{n\times n})</td>
<td>the set of all complex (n \times n) matrices</td>
</tr>
<tr>
<td>(\mathcal{I})</td>
<td>the identity matrix or operator of an appropriate dimension</td>
</tr>
<tr>
<td>(\mathcal{J})</td>
<td>the matrix (\begin{pmatrix} 0 &amp; \mathcal{I} \ -\mathcal{I} &amp; 0 \end{pmatrix})</td>
</tr>
<tr>
<td>(0)</td>
<td>the zero matrix of an appropriate dimension</td>
</tr>
<tr>
<td>(M)</td>
<td>an (n \times n) matrix (M)</td>
</tr>
<tr>
<td>(M^T)</td>
<td>the transpose of the matrix (M)</td>
</tr>
<tr>
<td>(M^*)</td>
<td>the conjugate transpose of the matrix (M)</td>
</tr>
<tr>
<td>(M^{-1})</td>
<td>the inverse matrix of the square matrix (M)</td>
</tr>
<tr>
<td>(M^{-1} = M^{-1*})</td>
<td>the matrix ([M^<em>]^{-1} = [M^{-1}]^</em>)</td>
</tr>
<tr>
<td>(M^*(\cdot))</td>
<td>the value ([M(\cdot)]^*)</td>
</tr>
<tr>
<td>(M^{-1}(\cdot))</td>
<td>the value ([M(\cdot)]^{-1})</td>
</tr>
<tr>
<td>(M &gt; 0)</td>
<td>positive definiteness of the matrix (M)</td>
</tr>
</tbody>
</table>
Notation

\( M \geq 0 \) positive semidefiniteness of the matrix \( M \)
\( M < 0 \) negative definiteness of the matrix \( M \)
\( M \leq 0 \) negative semidefiniteness of the matrix \( M \)
rank \( M \) the rank of the matrix \( M \)
\( \ker M \) the kernel of the matrix \( M \)
\( \im M \) the image of the matrix \( M \)
def \( M \) the defect (i.e., the dimension of the kernel) of the matrix \( M \)
\( \re(M) \) the Hermitian component of the matrix \( M \), i.e., \( (M + M^*)/2 \)
\( \im(M) \) the Hermitian component of the matrix \( M \), i.e., \( (M - M^*)/(2i) \)
\( \lambda \) the complex conjugate of the number \( \lambda \)
\( \re(\lambda) \) the real part of the number \( \lambda \)
\( \im(\lambda) \) the imaginary part of the number \( \lambda \)
\( \delta(\lambda) \) the value \( \sgn(\im(\lambda)) \)
\( \Delta y_k \) the forward difference operator, i.e., the value \( y_{k+1} - y_k \)
\( \sigma(\cdot) \) the forward jump operator on \( \mathbb{T} \)
\( \rho(\cdot) \) the backward jump operator on \( \mathbb{T} \)
\( \mu(\cdot) \) and \( \nu(\cdot) \) the graininess functions on \( \mathbb{T} \)
\( f^\sigma(t) \) the value \( f(\sigma(t)) \)
\( f^\rho(t) \) the value \( f(\rho(t)) \)
\( f^\Delta(t) \) the \( \Delta \)-derivative of the function \( f \) at the point \( t \)
\( f^{\nabla}(t) \) the \( \nabla \)-derivative of the function \( f \) at the point \( t \)
\( f^*(\cdot) \) the conjugate transpose of the function \( f(\cdot) \)
\( f^{\sigma}(t) = f^{\sigma*}(t) \) the value \( [f^*(t)]^\sigma = [f^\sigma(t)]^* \)
\( f^{\Delta}(t) = f^{\Delta*}(t) \) the value \( [f^*(t)]^\Delta = [f^\Delta(t)]^* \)
\( f(t)^{\pm} \) the right/left-hand limit of the function \( f \) at the point \( t \)
\( [f(t)]^{\pm}_{ab} \) the value \( f(b) - f(a) \)
\( C_{rd} \) the set of all rd-continuous functions
\( C_{prd} \) the set of all piecewise rd-continuous functions
\( C_{1rd} \) the set of all rd-continuously \( \Delta \)-differentiable functions
\( C_{prd}^1 \) the set of all piecewise rd-continuously \( \Delta \)-differentiable functions
\( C_{ld} \) the set of all ld-continuous functions
\( C_{pld} \) the set of all piecewise ld-continuous functions
\( C_{ld}^1 \) the set of all ld-continuously \( \nabla \)-differentiable functions
\( C_{pld}^1 \) the set of all piecewise ld-continuously \( \nabla \)-differentiable functions
\( (XY)(ii) \) we refer to the second identity in (XY)
The approach turns out to be fruitful and successful, and leads to the effective construction as well as the theoretical understanding of an abundance of what we call symplectic difference scheme, or symplectic algorithms, or simply Hamiltonian algorithms, since they present the proper way, i.e., the Hamiltonian way for computing Hamiltonian dynamics.

\[ x_{k+1} = A_k x_k + B_k u_k, \quad u_{k+1} = C_k x_k + D_k u_k, \quad k \in I \subseteq \mathbb{N}, \]

where the coefficient matrix

\[ S_k = \begin{pmatrix} A_k & B_k \\ C_k & D_k \end{pmatrix} \]

is symplectic, i.e., \( S_k^* J S_k = J \) for all \( k \in I \) and \( J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \).

Discrete symplectic systems

\[ \Delta x_k = A_k x_{k+1} + B_k u_k, \quad \Delta u_k = C_k x_{k+1} - A_k^* u_k, \quad k \in I \subseteq \mathbb{N}, \]

were initiated as the proper discrete analogy (because systems (1.1) and (1.2) below have symplectic transition matrices) of linear Hamiltonian differential systems

\[ x'(t) = A(t)x(t) + B(t)u(t), \quad u'(t) = C(t)x(t) - A^*(t)u(t), \quad t \in I \subseteq \mathbb{R}, \]

where \( B(t) \) and \( C(t) \) are Hermitian matrices for all \( t \in I \).

Unfortunately, the terminology “symplectic” and “Hamiltonian” can be for the reader confusing because there were also introduced discrete linear Hamiltonian systems as

\[ \Delta x_k = A_k x_{k+1} + B_k u_k, \quad \Delta u_k = C_k x_{k+1} - A_k^* u_k, \quad k \in I \subseteq \mathbb{N}, \]

with Hermitian matrices \( B_k \) and \( C_k \) and the invertible matrix \( I - A_k \) for all \( k \in I \) in [63,64]. Nevertheless, if we rewrite system (1.3) into the form

\[ \begin{align*}
\Delta x_k &= (I - A_k)^{-1} x_k + (I - A_k)^{-1} B_k u_k, \\
\Delta u_k &= C_k (I - A_k)^{-1} x_k + \left[ I - A_k^* + C_k (I - A_k)^{-1} B_k \right] u_k,
\end{align*} \]

we obtain a symplectic system, see [3, Theorem 3].

In the unifying theory for differential and difference equations – the theory of time scales – the theory of symplectic systems on time scales, i.e.,

\[ x^\Delta(t) = A(t)x(t) + B(t)u(t), \quad u^\Delta(t) = C(t)x(t) + D(t)u(t), \quad t \in \mathbb{T}, \]

Chapter 1

INTRODUCTION

Discrete symplectic systems

\[ x_{k+1} = A_k x_k + B_k u_k, \quad u_{k+1} = C_k x_k + D_k u_k, \quad k \in I \subseteq \mathbb{N}, \]
originated in [58]. These systems generalize and unify a large spectrum of differential and difference equations and systems, in particular any even order Sturm–Liouville differential and difference equations, systems (1.2), (1.1), and consequently (1.3). Let us note that, in analogy with the discrete case, dynamic systems in the form

\[ \begin{align*}
  x^A(t) &= A(t) x^\sigma(t) + B(t) u(t), \\
  u^A(t) &= C(t) x^\sigma(t) - A^*(t) u(t),
\end{align*} \tag{1.5} \]

where the matrices \( B(t) \) and \( C(t) \) are Hermitian and \( I - \mu(t) A(t) \) is invertible on \( \mathbb{T} \), are also studied in the literature starting in [25,88–90]. Such systems are called linear Hamiltonian dynamic systems and were developed as the dynamic analogy of (1.3). Similarly to the discrete case, it can be shown that (1.5) is a special case of symplectic system (1.4).

In recent years, an increasing attention has been paid for the development of the theory for symplectic systems on time scales. In this dissertation we present new contributions to this theory. The text consists of five chapters (including this chapter) which are organized as follows. In the next chapter we recall fundamental notions and necessary parts from the time scale theory. In Chapter 3 we introduce and study the trigonometric and hyperbolic systems on time scales and in Chapter 4 we establish the Weyl–Titchmarsh theory for symplectic systems on time scales. Moreover, the results presented in both of these chapters are not only a unification of the discrete and continuous theory, but they are new even in the discrete case. Finally, new results for the Sturm–Liouville dynamic equations of the second order are given in Chapter 5. We characterize the domains of the Krein–von Neumann and Friedrichs extensions and introduce the concept of critical operators on time scales. We also show the main parts of the Weyl–Titchmarsh theory for these equations.

The motivation for the study of the topics presented in this dissertation and their connection with the current literature are given in the introductory part of each of the chapters.

1.1 Overview of author’s new results

This dissertation comprises of results which the author achieved as the PhD student (jointly with his collaborators) in the years 2007–2011. More specifically, his new results are the following:

- the qualitative theory of discrete trigonometric and hyperbolic systems, see [163], and of trigonometric and hyperbolic systems on time scales (jointly with R. Šimon Hilscher), see [100] and Chapter 3,
- the Weyl–Titchmarsh theory for discrete symplectic systems with a spectral parameter appearing in the second equation (jointly with S. L. Clark), see [45], and for symplectic systems on time scales (jointly with R. Šimon Hilscher), see [145] and Chapter 4,
- the characterization of the domains of the Krein–von Neumann and Friedrichs extensions for second order Sturm–Liouville dynamic equations, see [164] and Section 5.1,
- the critical, subcritical, and supercritical operators of the second order Sturm–Liouville equations on time scales (jointly with P. Hasil), see [83] and Section 5.2.

Barring the results mentioned above, the author published (jointly with R. Šimon Hilscher) also a survey paper concerning the definiteness of the quadratic functionals.
associated with symplectic systems, and a paper with a characterization of the Friedrichs extension for the operators associated with the linear Hamiltonian differential systems, see [A3, A4] on page 96.
Chapter 2

Time scale theory

The time scale calculus was established in Hilger’s doctoral dissertation [85] and published (first time in English) in his paper [86]. His work dealt with the so-called measure chains, which are ordered topological objects equipped with a measure. However, with respect to [86, Theorem 2.1] any measure chain is isomorphic to some nonempty closed subset of \( \mathbb{R} \), i.e., to a time scale, which is therefore the most illustrative and most appropriate form of measure chains, see also [17, p. 241]. Fundamental results of the time scale theory are presented in the following sections.

This theory unifies particularly the continuous and discrete calculi but also the quantum calculus (\( q \)-calculus), the calculus on the Cantor set, and (generally) a calculus on a set represented by a union of disjoint closed intervals. Consequently, it provides suitable tools for a study of differential, difference, and (generally) dynamic equations and their systems under the unified framework. Exempli gratia, the coexistence of a union of closed continuous intervals appears in hybrid dynamic systems (with applications in engineering, see [78] and the references therein) or in impulsive differential equations (developed in modeling impulsive problems, e.g., in physics, population dynamics, biotechnology, pharmacokinetics, and industrial robotics, see [21,118]). Some applications of the time scale calculus can also be found in economics, see, e.g., [13,15,29,152]. Moreover, the study of the time scale theory can motivate (and really motivates) results being new even in special cases of time scales (in particular in the continuous and discrete cases), see, e.g., [91,95,96].

2.1 Basic notation

By definition, a time scale \( T \) is any nonempty closed subset of the real numbers \( \mathbb{R} \).

A bounded time scale \( T \) can be identified with the time scale interval \([a, b)_T := [a, b] \cap T\), where \( a := \min T \), \( b := \max T \), and \([a, b] \) is the usual interval of real numbers. A time scale unbounded above and below can be written as \([a, \infty)_T := [a, \infty] \cap T\) and \((\infty, b)_T := (\infty, b] \cap T\), respectively, and an unbounded time scale is denoted by \((\infty, \infty)_T := \mathbb{R} \cap T\).

Similarly, we use the notation \([a, b]_Z\) for a discrete interval, where \( a, b \in \mathbb{Z} \), i.e., \([a, b]_Z := \{x \in \mathbb{Z} : a \leq x \leq b\} \).
Chapter 2. Time scale theory

[a, b] ∩ ℤ. Open and half-open time scale intervals are defined accordingly.

The forward jump operator \( \sigma : T \to T \) is defined by

\[
\sigma(t) := \inf\{s \in T \mid s > t\}
\]

(and simultaneously we put \( \inf \emptyset := \sup T \)). The backward jump operator \( \rho : T \to T \) is defined by

\[
\rho(t) := \sup\{s \in T \mid s < t\}
\]

(simultaneously we put \( \sup \emptyset := \inf T \)).

Let \( t \in T \). A point \( t > \inf T \) is said to be left-dense and left-scattered if \( \rho(t) = t \) and \( \rho(t) < t \), respectively, while a point \( t < \sup T \) is said to be right-dense and right-scattered if \( \sigma(t) = t \) and \( \sigma(t) > t \), respectively, see also Figure 2.1. In addition, if \( a \) is a minimum of \( T \), then \( \rho(a) = a \), and if \( b \) is a maximum of \( T \), then \( \sigma(b) = b \). The point \( t \) is called isolated if it is right-scattered and left-scattered at the same time, and it is called simply dense if it is either right-dense or left-dense (compare to [32, p. 2] and [33, p. 2]).

The forward graininess function \( \mu : T \to [0, \infty) \) is defined by \( \mu(t) := \sigma(t) - t \) and the backward graininess function \( \nu : T \to [0, \infty) \) by \( \nu(t) := t - \rho(t) \).

Figure 2.1: Illustration of time scale points.

2.2 Time scale derivative

For a better arrangement, we introduce for any time scale \( T \) the following notation

\[
T^\kappa := \begin{cases} 
  T \setminus \{b\}, & \text{if the point } b \text{ is a left-scattered maximum of } T, \\
  T, & \text{otherwise.}
\end{cases}
\]

For a function \( f : T \to \mathbb{C} \) it is possible to define the \( \Delta \)-derivative of \( f \) at \( t \in T^\kappa \) (denoted by \( f^\Delta(t) \)) in the following way

\[
f^\Delta(t) := \begin{cases} 
  \lim_{s \to t} \frac{f(s) - f(t)}{s - t}, & \text{if } \mu(t) = 0, \\
  \lim_{s \to t} \frac{f(s) - f(t)}{\mu(t)}, & \text{if } \mu(t) > 0.
\end{cases}
\]  

(2.1)

Let us note that the value \( f^\Delta(b) \) is not well defined if \( b = \max T \) exists and is left-scattered. The usual differential rules take the form

\[
(f \pm g)^\Delta(t) = f^\Delta(t) \pm g^\Delta(t),
\]

(2.2)

\[
(fg)^\Delta(t) = f^\Delta(t)g(t) + f^\sigma(t)g^\Delta(t) = f^\Delta(t)g^\sigma(t) + f(t)g^\Delta(t).
\]

(2.3)

We say that a function \( f(t) \) is \( \Delta \)-differentiable on \( T^\kappa \) provided \( f^\Delta(t) \) exists for all \( t \in T^\kappa \). The special cases of the \( \Delta \)-derivative for \( T = \mathbb{R} \) and \( T = \mathbb{Z} \) are presented in Remark 2.2 below.

A function \( f(t) \) is said to be regressive on an interval \( I \subseteq T^\kappa \) if

\[
1 + \mu(t)f(t) \neq 0 \quad \text{for all } t \in I,
\]

-6-
and an \( n \times n \) matrix-valued function \( A : \mathbb{T} \to \mathbb{C}^{n \times n} \) is called regressive on \( I \subseteq \mathbb{T}^\kappa \) if

\[
I + \mu(t)A(t) \text{ is invertible for all } t \in I,
\]

where \( I \) denotes an appropriate identity matrix. Analogously, we can also define \( \nu \)-regressive scalar and matrix-valued functions. If an \( n \times n \) matrix-valued function \( A \) is \( \Delta \)-differentiable and such that \( AA^\sigma \) is invertible, then the differentiation of the identity \( AA^{-1} = I \) yields

\[
(A^{-1})^\Delta = -(A^\sigma)^{-1}A^\Delta A^{-1} = -A^{-1}A^\Delta (A^\sigma)^{-1}.
\] (2.4)

A function \( f : [a, b]_\mathbb{T} \to \mathbb{C}^{n \times n} \) is called regulated provided its right-hand limit \( f(t^+) \) exists (finite) at all right-dense points \( t \in [a, b]_\mathbb{T} \) and the left-hand limit \( f(t^-) \) exists (finite) at all left-dense points \( t \in [a, b]_\mathbb{T} \). A function \( f \) is called \( rd \)-continuous (we write \( f \in C_{rd} \)) on \([a, b]_\mathbb{T} \) if it is regulated and if it is continuous at each right-dense point \( t \in [a, b]_\mathbb{T} \). A function \( f \) is said to be piecewise \( rd \)-continuous \( (f \in C_{prd}) \) on \([a, b]_\mathbb{T} \) if it is regulated and if \( f \) is \( rd \)-continuous at all but possibly finitely many points \( t \in [a, b]_\mathbb{T} \).

A function \( f \) is said to be \( \Delta \)-differentiable \((f \in C^\Delta_{rd})\) on \([a, b]_\mathbb{T} \) if \( f^\Delta \) exists for all \( t \in [a, \rho(b)]_\mathbb{T} \) and \( f^\Delta \in C_{rd} \) on \([a, b]_\mathbb{T} \). A function \( f \) is said to be piecewise \( \Delta \)-differentiable \((f \in C^\Delta_{prd})\) on \([a, b]_\mathbb{T} \) if \( f \) is \( \Delta \)-continuous on \([a, b]_\mathbb{T} \) and \( f^\Delta \) exists at all except of possibly finitely many points \( t \in [a, \rho(b)]_\mathbb{T} \), and \( f^\Delta \in C_{prd} \) on \([a, b]_\mathbb{T} \). As a consequence we have that the finitely many points \( t_i \), at which \( f^\Delta(t_i) \) does not exist, belong to \([a, b]_\mathbb{T} \) and these points \( t_i \) are necessarily right-dense and left-dense at the same time. Also, since we know that \( f^\Delta(t^+_i) \) and \( f^\Delta(t^-_i) \) exist finite at those points, we replace the quantity \( f^\Delta(t_i) \) by \( f^\Delta(t^+_i) \) in any formula involving \( f^\Delta(t) \) for all \( t \in [a, \rho(b)]_\mathbb{T} \).

The introduced notation is possible to extend for an unbounded time scale \([a, \infty)_{\mathbb{T}} \), if the conditions are satisfied on \([a, b]_\mathbb{T} \) for every \( b \in (a, \infty)_{\mathbb{T}} \). It is known that a composition of a \( \Delta \)-continuous function \( f \) with an \( rd \)-continuous (or piecewise \( rd \)-continuous) function, is an \( rd \)-continuous (or piecewise \( rd \)-continuous) function. We note that if \( f^\Delta(t) \) exists, then

\[
f^\sigma(t) = f(t) + \mu(t) f^\Delta(t).
\] (2.5)

Remark 2.1. For a fixed \( t_0 \in [a, b]_\mathbb{T} \) and an \( n \times n \) matrix-valued function \( A \in C^\Delta_{prd} \) on \([a, b]_\mathbb{T} \), which is regressive on \([a, t_0]_\mathbb{T} \), the initial value problem

\[
y^\Delta = A(t)y \quad \text{and} \quad y(t_0) = y_0 \text{ for } t \in \mathbb{T}^\kappa
\]

has a unique solution \( y \in C^\Delta_{prd} \) on \([a, b]_{\mathbb{T}} \) for any \( y_0 \in \mathbb{C}^n \). Similarly, this result holds on \([a, \infty)_{\mathbb{T}} \).

If not specified otherwise, we use a common agreement that vector-valued solutions of a system of dynamic equations and matrix-valued solutions of a system of dynamic equations are denoted by small letters and capital letters, respectively, typically by \( z(\cdot) \) or \( \tilde{z}(\cdot) \) and \( Z(\cdot) \) or \( \tilde{Z}(\cdot) \), respectively.

### 2.3 Nabla calculus on time scales

It was shown in [39] that statements known in delta calculus can be equivalently formulated for nabla calculus on time scales and vice versa via the so-called duality principle. Hence, in this section we present fundamental parts of the nabla calculus in analogy of the corresponding results presented in the previous sections for the delta calculus.
For brevity, we define for any time scale $\mathbb{T}$ the set

$$
\mathbb{T}_\kappa := \begin{cases} 
\mathbb{T} \setminus \{a\}, & \text{if the point } a \text{ is a right-scattered minimum of } \mathbb{T}, \\
\mathbb{T}, & \text{otherwise.}
\end{cases}
$$

For a function $f : \mathbb{T} \to \mathbb{C}$ we introduce the $\nabla$-derivative of $f$ at $t \in \mathbb{T}_\kappa$ (denoted by $f^\nabla(t)$) as

$$
f^\nabla(t) := \begin{cases} 
\lim_{s \to t} \frac{f(s) - f(t)}{\sigma(s) - \sigma(t)}, & \text{if } \nu(t) = 0, \\
\frac{f(t) - f^\rho(t)}{\nu(t)}, & \text{if } \nu(t) > 0.
\end{cases} \quad (2.6)
$$

Analogously, we note that the value $f^\nabla(a)$ is not well defined if $a = \min \mathbb{T}$ exists and is right-scattered. The fundamental differential rules for nabla calculus take the form

$$
(f \pm g)^\nabla(t) = f^\nabla(t) \pm g^\nabla(t), \quad (2.7)
$$

$$
(fg)^\nabla(t) = f^\nabla(t) g(t) + f^\rho(t) g^\nabla(t) = f^\nabla(t) g^\rho(t) + f(t) g^\nabla(t). \quad (2.8)
$$

We say that a function $f$ is $\nabla$-differentiable on $\mathbb{T}_\kappa$, if $f^\nabla(t)$ exists for all $t \in \mathbb{T}_\kappa$.

**Remark 2.2.** One can easily see that for $\mathbb{T} = \mathbb{R}$ we have

$$
\sigma(t) = t = \rho(t), \quad \mu(t) = \nu(t) \equiv 0, \quad \text{and } f^\Delta(t) = f^\nabla(t) = f'(t).
$$

On the other hand, for $\mathbb{T} = \mathbb{Z}$ the relations

$$
\sigma(t) = t + 1, \quad \rho(t) = t - 1, \quad \mu(t) = \nu(t) \equiv 1, \quad f^\Delta(t) = f(t + 1) - f(t), \quad \text{and } f^\nabla = f(t) - f(t - 1)
$$

hold true.

With respect to the definitions in the delta calculus, we can introduce the sets of $\ld$-continuous, piecewise $\ld$-continuous, $\ld$-continuously $\nabla$-differentiable, and piecewise $\ld$-continuously $\nabla$-differentiable functions on $[a, b]_\mathbb{T}$ and write $f \in \mathcal{C}_\ld$, $f \in \mathcal{C}_\pld$, $f \in \mathcal{C}_\ld^1$, and $f \in \mathcal{C}_\pld^1$, respectively, on bounded or unbounded time scales. We note that if $f^\nabla(t)$ exists, then

$$
f^\rho(t) = f(t) - \nu(t)f^\nabla(t). \quad (2.9)
$$

The following identities show the possibility how to interchange the $\nabla$- and $\Delta$-derivatives. If $f \in \mathcal{C}_\pr^1$ on $\mathbb{T}^\kappa$, then the function $f$ is also $\nabla$-differentiable on $\mathbb{T}_\kappa$ and it holds

$$
f^\nabla(t) = \begin{cases} 
\lim_{s \to t} f^\Delta(s), & \text{if } t \text{ is left-dense and right-scattered point}, \\
f^\Delta(\sigma(t)), & \text{otherwise.}
\end{cases} \quad (2.10)
$$

Similarly, if $f \in \mathcal{C}_\pld^1$ on $\mathbb{T}_\kappa$, then the function $f$ is as well as $\Delta$-differentiable on $\mathbb{T}_\kappa$ and we have

$$
f^\Delta(t) = \begin{cases} 
\lim_{s \to t} f^\nabla(s), & \text{if } t \text{ is right-dense and left-scattered point,} \\
f^\nabla(\sigma(t)), & \text{otherwise.}
\end{cases} \quad (2.11)
$$

Especially, if $f^\Delta$ and $f^\nabla$ are continuous, we obtain $f^\Delta(t) = f^\nabla(\sigma(t))$ and $f^\nabla(t) = f^\Delta(\rho(t))$. 
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2.4 Integration on time scales

Now, let \( c, d \in \mathbb{T} \) and \( c < d \). The \( \Delta \)-integral and \( \nabla \)-integral are defined in such a way that they reduce to the usual Riemann integral in the continuous time case and to the Riemann sum in the discrete time case, i.e.,

\[
\int_c^d f(t) \Delta t = \int_c^d f(t) \nabla t = \int_c^d f(t) \, dt \quad \text{if} \quad \mathbb{T} = \mathbb{R},
\]
\[
\int_c^d f(t) \Delta t = \sum_{t=c}^{d-1} f(t) \quad \text{and} \quad \int_c^d f(t) \nabla t = \sum_{t=c+1}^d f(t) \quad \text{if} \quad \mathbb{T} = \mathbb{Z}.
\]

The basic rules for the time scale \( \Delta \)-integral have the standard form

\[
\int_c^d f(s) \Delta s = \int_c^e f(s) \Delta s + \int_e^d f(s) \Delta s, \quad \int_c^d f(s) \Delta s = -\int_d^c f(s) \Delta s, \tag{2.12}
\]

where \( c \leq e \leq d \). Analogous properties hold true for the time scale \( \nabla \)-integral. The fundamental result from the theory of time scale integrals says that for every piecewise rd-continuous (or ld-continuous) function there exists a \( \Delta \)-antiderivative (or a \( \nabla \)-antiderivative). The rule for the integration by parts takes the following form. If \( f, g \in C^1_{prd} \) then we have

\[
\int_c^d f(t) g^\Delta(t) \Delta t = [f(t)g(t)]_c^d - \int_c^d f^\Delta(t)g^\sigma(t) \Delta t \tag{2.13}
\]

and, if \( f, g \in C^1_{bld} \), then

\[
\int_c^d f(t) g^\nabla(t) \nabla t = [f(t)g(t)]_c^d - \int_c^d f^\nabla(t)g^\rho(t) \nabla t. \tag{2.14}
\]

Moreover, if \( f \) and \( g \) are \( \Delta \)- and \( \nabla \)-differentiable functions, respectively, with continuous derivatives, the formulas \( \int_c^d h^\sigma(t) \nabla t = \int_c^d h(t) \Delta t, \int_c^d h^\sigma(t) \Delta t = \int_c^d h(t) \nabla t \) and identities (2.14), (2.13) yield

\[
\int_c^d f(t) g^\Delta(t) \Delta t = [f(t)g(t)]_c^d - \int_c^d f^\nabla(t)g(t) \nabla t, \tag{2.15}
\]
\[
\int_c^d f(t) g^\nabla(t) \nabla t = [f(t)g(t)]_c^d - \int_c^d f^\Delta(t)g(t) \Delta t. \tag{2.16}
\]

The Cauchy–Schwarz inequality is an important tool in the proofs of some statements in the Weyl–Titchmarsh theory for symplectic systems presented in Chapter 4. For \( f, g \in C_{prd} \) we have

\[
\int_c^d |f(t)g(t)| \Delta t \leq \left\{ \int_c^d |f(t)|^2 \Delta t \right\}^{1/2} \left\{ \int_c^d |g(t)|^2 \Delta t \right\}^{1/2}. \tag{2.17}
\]

Finally, it is a known fact that for any function \( f \) and \( s \in \mathbb{T}_k \) the following identity

\[
\int_{\rho(s)}^s f(t) \nabla t = \nu(s)f(s) \tag{2.18}
\]

holds true.
Chapter 2. Time scale theory

2.5 Bibliographical notes

Excluding Hilger’s doctoral dissertation and his first paper, the books [32, 33] are the fundamental references for theory of time scales. In addition, the concept of piecewise rd-continuous functions and rd-continuously $\Delta$-differentiable functions on time scales was initiated in [92]. Special cases of (2.10) and (2.11) were proven in [14, Theorem 2.5 and Theorem 2.6], see also [32, Theorem 8.49] and [121, Theorem 4.8]. The statement of Remark 2.1 is known from [86, Theorem 5.7] or [32, Theorem 5.8] and was also discussed in [96, Remark 3.8]. The existence of an antiderivative is known from [32, Theorem 1.74 and Theorem 8.45]. Identity (2.14) was proven in [32, Theorem 8.47(vi)] and identity (2.13) in [32, Theorem 1.77(vi)]. For more details about the time scale integrals see, e.g., [17, 30, 79]. The proofs of identities (2.15) and (2.16) follow from [33, Corollaries 4.10 and 4.11]. Many classical inequalities (Hölder, Cauchy–Schwarz, Minkowski, Jensen etc.) were generalized on time scales in [1]. The proof of identity (2.18) can be found in [33, Lemma 4.13]. Moreover, similar identities also hold for the $\Delta$-integral, and for the $\Delta$- and $\nabla$-integrals over $[s, \sigma(s)]$, see [33, Lemma 4.13].
Chapter 3

TRIGONOMETRIC AND HYPERBOLIC SYSTEMS ON TIME SCALES

In this chapter we study trigonometric and hyperbolic systems on time scales and properties of their solutions, the time scale matrix trigonometric functions Sin, Cos, Tan, Cotan, and time scale matrix hyperbolic functions Sinh, Cosh, Tanh, Cotanh, which are all properly defined in this chapter. These trigonometric and hyperbolic systems generalize and unify their corresponding continuous time and discrete time analogies, namely the systems known in the literature as trigonometric and hyperbolic linear Hamiltonian systems and discrete symplectic systems. More precisely, the system of the form

\[ X' = Q(t) U, \quad U' = -Q(t) X, \]  

(3.1)

where \( t \in [a, b] \), \( X(t), U(t), \) and \( Q(t) \) are \( n \times n \) complex-valued matrices and additionally the matrix \( Q(t) \) is Hermitian for all \( t \in [a, b] \), is called a continuous trigonometric system. Basic properties of this system can be found in \([18,65,134]\).

The discrete counterpart of (3.1) has the form

\[ X_{k+1} = P_k X_k + Q_k U_k, \quad U_{k+1} = -Q_k X_k + P_k U_k, \]  

(3.2)

where \( k \in [a, b]_Z \), \( X_k, U_k, P_k, Q_k \) are \( n \times n \) complex matrices and, additionally, for all \( k \in [a, b]_Z \) the following holds

\[ P_k^* P_k + Q_k^* Q_k = I = P_k P_k^* + Q_k Q_k^*, \]  

(3.3)

\[ P_k^* Q_k \quad \text{and} \quad P_k Q_k^* \quad \text{are Hermitian.} \]  

(3.4)

System (3.2) is called a discrete trigonometric system and its basic properties can be found in \([5,26,157,162]\).

In a similar way we can define a continuous hyperbolic system as

\[ X' = Q(t) U, \quad U' = Q(t) X, \]  

(3.5)
where \( t \in [a, b] \), \( X(t) \), \( U(t) \) and \( Q(t) \) are \( n \times n \) complex-valued matrices and, additionally, the matrix \( Q(t) \) is Hermitian for all \( t \in [a, b] \). A system of this form was first studied in [71].

A discrete hyperbolic system is defined as

\[
X_{k+1} = P_k X_k + Q_k U_k, \quad U_{k+1} = Q_k X_k + P_k U_k,
\]

(3.6)

where \( k \in [a, b] \), \( X_k, U_k, P_k, Q_k \) are \( n \times n \) complex matrices and, in addition to (3.4),

\[
P_k^* P_k - Q_k^* Q_k = I = P_k P_k^* - Q_k Q_k^*
\]

holds for \( k \in [a, b] \). The reader can get acquainted with these systems in [61,162].

The conditions for the coefficient matrices in (3.1), (3.5) or (3.2), (3.6) are set in such a way so that the considered system is Hamiltonian or symplectic, respectively. That is, for the relevant matrices

\[
S(t) = \begin{pmatrix} 0 & Q(t) \\ -Q(t) & 0 \end{pmatrix}, \quad \text{or} \quad S(t) = \begin{pmatrix} 0 & Q(t) \\ Q(t) & 0 \end{pmatrix}
\]

and

\[
S_k = \begin{pmatrix} P_k & Q_k \\ -Q_k & P_k \end{pmatrix}, \quad \text{or} \quad S_k = \begin{pmatrix} P_k & Q_k \\ Q_k & P_k \end{pmatrix}
\]

we have the identities

\[
S^* (t) J + JS(t) = 0 \quad \text{and} \quad S_k^* J S_k = J,
\]

respectively, i.e., the matrix \( S(t) \) is Hamiltonian and \( S_k \) is symplectic.

The aim of this chapter is to unify and generalize the theories of continuous and discrete trigonometric systems, as well as the theories of continuous and discrete hyperbolic systems. This will be done within the theory of symplectic dynamic systems defined in the next section. We derive for general time scales \( T \) the same identities which are known for the special cases of the continuous time \( T = \mathbb{R} \) or the discrete time \( T = \mathbb{Z} \).

In the continuous time case the study of elementary properties of scalar and matrix trigonometric functions goes back to the paper [24] of Bohl and to the works of Barrett, Etgen, Došlý, and Reid, see [18,50–53,65,66,134]. Discrete time scalar and matrix trigonometric functions were studied by Anderson, Bohner, and Došlý in [5,26–28], and more recently by Došlá, Došlý, Pechancová, and Škrabáková in [49,60]. Parallel considerations but for the hyperbolic systems, both continuous and discrete, can be found in the works [61,71,162] by Došlý, Filakovský, Pospíšil, and the author. As for the general time scale setting, scalar trigonometric and hyperbolic functions were defined in [32, Chapter 3] by Bohner and Peterson and in [130] by Pospíšil. Some properties of the matrix analogs of the time scale trigonometric and hyperbolic functions were established in the papers [54,131,132] by Došlý and Pospíšil.

By the same technique as in [52], namely considering two different systems with the same initial conditions, we establish additive and difference formulas for trigonometric and hyperbolic systems on time scales. In particular, utilizing these identities in the continuous time we derive \( n \)-dimensional analogies of many classical formulas which are known for trigonometric and hyperbolic systems in the scalar case. The second purpose of this chapter is to provide a concise but complete treatment of properties of time scale matrix trigonometric and hyperbolic functions, as well as to point out to the analogies between them.
3.1 Symplectic dynamic systems on time scales

A *symplectic dynamic system* on a time scale $\mathbb{T}$ is the first order linear system

$$X^\Delta = A(t)X + B(t)U, \quad U^\Delta = C(t)X + D(t)U,$$

where $X, U : \mathbb{T} \to \mathbb{C}^{n \times n}$, the coefficients are $n \times n$ complex-valued matrices such that $A, B, C, D \in \mathbb{C}_{\text{prd}}$ on $\mathbb{T}^\kappa$, and the matrix

$$S(t) := \begin{pmatrix} A(t) & B(t) \\ C(t) & D(t) \end{pmatrix}$$

satisfies

$$S^*(t)J + JS(t) + \mu(t)S^*(t)JS(t) = 0$$

for all $t \in \mathbb{T}^\kappa$. This identity implies that the matrix $I + \mu(t)S(t)$ is symplectic. Since every symplectic matrix is invertible, it follows that the matrix function $S(\cdot)$ is regressive on $\mathbb{T}^\kappa$. Consequently, the existence of a unique solution for any (vector or matrix) initial value problem follows by Remark 2.1.

Analogously, we can define nabla time scale symplectic systems. Such systems were studied in [97] with a surprising outcome that some results known for system $(S)$ do not coincide with parallel results obtained for nabla time scale symplectic systems even in the special cases $\mathbb{T} = \mathbb{R}$ and $\mathbb{T} = \mathbb{Z}$.

If $\mathbb{T} = \mathbb{R}$, then with $A(t) := A(t), B(t) := B(t)$, and $C(t) := C(t)$ system $(S)$ corresponds to linear Hamiltonian system (1.2) and the coefficient matrix

$$S(t) := \begin{pmatrix} A(t) & B(t) \\ C(t) & -A^*(t) \end{pmatrix}$$

satisfies now $JS(t) + S^*(t)J = 0$ for all $t \in [a, b]$, i.e., the matrix $S(\cdot)$ is Hamiltonian. If $\mathbb{T} = \mathbb{Z}$, then system $(S)$ with

$$A_k := I + A(k), \quad B_k := B(k), \quad C_k := C(k), \quad D_k := I + D(k)$$

is discrete symplectic system (1.1) and the matrix $S_k := \begin{pmatrix} A_k & B_k \\ C_k & D_k \end{pmatrix}$ is symplectic.

Identity (3.8) is in the block notation equivalent to (we omit the argument $t \in \mathbb{T}$)

$$B^* - B + \mu(B^*D - D^*B) = 0,$$

$$C^* - C + \mu(C^*A - A^*C) = 0,$$

$$A^* + D + \mu(A^*D - C^*B) = 0.$$  

This implies that the matrices $B^*(I + \mu D)$ and $C^*(I + \mu A)$ are Hermitian. By using the fact that $I + \mu(t)S(t)$ is symplectic as well, we can derive other equivalent identities

$$C - C^* + \mu(CD^* - DC^*) = 0,$$

$$B - B^* + \mu(BA^* - A^*B) = 0,$$

$$D + A^* + \mu(DA^* - CB^*) = 0.$$  

If $Z = (X_U)$ and $\tilde{Z} = (\tilde{X_U})$ are any solutions of system $(S)$, then their *Wronskian matrix* is defined on $\mathbb{T}$ as

$$W[Z, \tilde{Z}](t) := X^*(t) \tilde{U}(t) - U^*(t) \tilde{X}(t)$$

and the following is a simple consequence of the fact $W^\Delta[Z, \tilde{Z}](t) \equiv 0$. 

---
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Proposition 3.1. Let \( Z = \begin{pmatrix} X \\ U \end{pmatrix} \) and \( \tilde{Z} = \begin{pmatrix} \tilde{X} \\ \tilde{U} \end{pmatrix} \) be any solutions of \((S)\). Then the Wronskian \( W[Z, \tilde{Z}](t) \equiv W \) is constant on \( \mathbb{T} \).

A solution \( Z = \begin{pmatrix} X \\ U \end{pmatrix} \) of \((S)\) is said to be a conjoined solution if \( W[Z, Z](t) \equiv 0 \), i.e., \( X^*(t)U(t) \) is Hermitian at one and hence at any \( t \in \mathbb{T} \). Two solutions \( Z \) and \( \tilde{Z} \) are normalized if \( W[Z, \tilde{Z}](t) \equiv 1 \). A solution \( Z \) is said to be a basis if \( \text{rank} Z(t) \equiv n \) on \( \mathbb{T} \). It is well known fact that for any conjoined basis \( Z \) there always exists another conjoined basis \( \tilde{Z} \) such that \( Z \) and \( \tilde{Z} \) are normalized.

Proposition 3.2. Let \( Z \) be any solution of \((S)\). Then \( \text{rank} Z(t) \equiv r \) is constant on \( \mathbb{T} \).

Proof. Let \( \Phi(t) \) be a fundamental matrix of system \((S)\), i.e., \( \Phi = \begin{pmatrix} Z & \tilde{Z} \end{pmatrix} \), where \( Z \) and \( \tilde{Z} \) are normalized solutions. Then every solution of \((S)\) is a constant multiple of \( \Phi(t) \), that is, \( Z(t) = \Phi(t)M \) on \( \mathbb{T} \) for some \( M \in \mathbb{C}^{2n \times n} \). If \( \text{rank} Z(t_0) = r \) at some \( t_0 \in \mathbb{T} \), then \( \text{rank} M = r \). Consequently, \( \text{rank} Z(t) = r \) for all \( t \in \mathbb{T} \).

From Propositions 3.1 and 3.2 we can see that the defining properties of conjoined bases of \((S)\) can be prescribed just at one point \( t_0 \in \mathbb{T} \), for example by the initial condition \( Z(t_0) = Z_0 \) with \( Z_0^*JZ_0 = 0 \) and \( \text{rank} Z_0 = n \).

Proposition 3.3. Two solutions \( Z \) and \( \tilde{Z} \) of system \((S)\) are normalized conjoined bases if and only if the \( 2n \times 2n \) matrix \( \Phi(t) := \begin{pmatrix} Z(t) & \tilde{Z}(t) \end{pmatrix} \) is symplectic for all \( t \in \mathbb{T} \).

It follows that \( Z = \begin{pmatrix} X \\ U \end{pmatrix} \) and \( \tilde{Z} = \begin{pmatrix} \tilde{X} \\ \tilde{U} \end{pmatrix} \) are normalized conjoined bases if and only if (suppressing the argument \( t \) is \( \mathbb{T} \))

\[
\begin{align*}
X^*\tilde{U} - U^*\tilde{X} &= I = X\tilde{U}^* - U\tilde{X}^*, \\
X^*U &= \tilde{U}^*X, \quad \tilde{X}X^* = \tilde{X}X^*, \quad U\tilde{U}^* = \tilde{U}U^*.
\end{align*}
\]

(3.9)

The fact that the matrix \( \Phi \) is symplectic for all \( t \in \mathbb{T} \) implies that \( \Phi^{-1} = \mathcal{J}^*\Phi^*\mathcal{J} \), and thus from \( \Phi^\sigma = (I + \mu \mathcal{S}) \Phi \) we get \( \Phi^\sigma \mathcal{J}^*\Phi^*\mathcal{J} = I + \mu \mathcal{S} \) for \( t \in \mathbb{T}^\sigma \). That is (suppressing the argument \( t \) is \( \mathbb{T}^\sigma \))

\[
\begin{align*}
X^\sigma\tilde{U}^\sigma - \tilde{X}^\sigma U^\sigma &= I + \mu A, \quad \tilde{X}^\sigma X^\sigma - X^\sigma\tilde{X}^\sigma = \mu B, \\
\tilde{U}^\sigma X^\sigma - U^\sigma\tilde{X}^\sigma &= I + \mu D, \quad U^\sigma\tilde{U}^\sigma - \tilde{U}^\sigma U^\sigma = \mu C.
\end{align*}
\]

(3.10)

For a given point \( t_0 \in \mathbb{T} \), the conjoined basis \( \begin{pmatrix} \tilde{X}(t_0) \\ \tilde{U}(t_0) \end{pmatrix} \) of \((S)\) determined by the initial conditions \( \tilde{X}(t_0) = 0 \) and \( \tilde{U}(t_0) = I \) is called the principal solution at \( t_0 \).

### 3.2 Time scale trigonometric systems

In this section we consider the system \((S)\) on \([a, b]_\omega \), where the coefficient matrix takes the form

\[
S(t) = \begin{pmatrix} \mathcal{P}(t) & \mathcal{Q}(t) \\ -\mathcal{Q}(t) & \mathcal{P}(t) \end{pmatrix}
\]

with \( n \times n \) complex-valued matrices \( \mathcal{P}, \mathcal{Q} \in \mathbb{C}_{\text{rd}} \) on \([a, \rho(b)]_\omega \). Therefore, from (3.8) we get that the matrices \( \mathcal{P} \) and \( \mathcal{Q} \) satisfy the identities (we omit the argument \( t \))

\[
\begin{align*}
\mathcal{Q}^* - \mathcal{Q} + \mu (\mathcal{Q}^*\mathcal{P} - \mathcal{P}^*\mathcal{Q}) &= 0, \\
\mathcal{P}^* + \mathcal{P} + \mu (\mathcal{Q}^*\mathcal{Q} + \mathcal{P}^*\mathcal{P}) &= 0
\end{align*}
\]

(3.11)

(3.12)

for all \( t \in [a, \rho(b)]_\omega \), see also [32, p. 312] and [87, Theorem 7].
Definition 3.4 (Time scale trigonometric system). The system
\[ X^\Delta = P(t) X + Q(t) U, \quad U^\Delta = -Q(t) X + P(t) U, \] (3.13)
where the coefficient matrices satisfy identities (3.11) and (3.12) for all \( t \in [a, \rho(b)]_T \), is called a time scale trigonometric system.

Remark 3.5. System (\( S \)) is trigonometric if its coefficients satisfy, in addition to (3.8) the identity \( J^* S(t) J = S(t) \) for all \( t \in [a, \rho(b)]_T \). Therefore, trigonometric systems are also called self-reciprocal. Moreover, any symplectic system (\( S \)) can be transformed into a trigonometric system.

Remark 3.6. Now, we compare the continuous time trigonometric system arising from Definition 3.4, with the system (3.1) introduced at the beginning of this chapter. For \( [a, b]_\mathbb{R} = [a, b] \), the time scale trigonometric system takes the form
\[ X' = P(t) X + Q(t) U, \quad U' = -Q(t) X + P(t) U, \] (3.14)
where \( Q(t) \) is Hermitian and \( P(t) \) is skew-Hermitian, see (3.11) and (3.12) with \( \mu = 0 \). Now we use the special transformation to reduce the system (3.14) into (3.1), see [28,134].

More precisely, let \( H(t) \) be a solution of the system \( H' = P(t) H \) with the initial condition \( H'(a) H(a) = I \), i.e., the matrix \( H(a) \) is unitary. Now, we consider the transformation \( \tilde{X} := H^{-1}(t) X \) and \( \tilde{U} := H^*(t) U \), which yields
\[ \tilde{X}' = H^{-1}(t) Q(t) H^{\ast-1}(t) \tilde{U}, \quad \tilde{U}' = -H^*(t) Q(t) H(t) \tilde{X}. \]
Hence, this resulting system will be of the form (3.1) once we show that \( H'(t) = H^{-1}(t) \) for all \( t \in [a, b] \). But this follows from the calculation \( (H^* H)^{\ast} = 0 \) and from the initial condition on \( H(a) \). Now, we put \( \tilde{Q}(t) := H^*(t) Q(t) H(t) \) which is Hermitian, so that
\[ \tilde{X}' = \tilde{Q}(t) \tilde{U}, \quad \tilde{U}' = -\tilde{Q}(t) \tilde{X}. \]

Remark 3.7. Analogously, we consider the discrete case and show that the time scale trigonometric system reduces for \( [a, b]_\mathbb{Z} = [a, b] \), to system (3.2) introduced at the beginning of this chapter. Upon setting \( P_k := I + \mathcal{P}(k) \) and \( Q_k := \mathcal{Q}(k) \) one can easily see that identities (3.11) and (3.12) are in this case equivalent to the properties of \( P_k \) and \( Q_k \) in (3.3)–(3.4).

Now, we turn our attention to solutions of the general time scale trigonometric system.

Lemma 3.8. The pair \( \begin{pmatrix} X \\ U \end{pmatrix} \) solves the time scale trigonometric system in (3.13) if and only if the pair \( \begin{pmatrix} U \\ -X \end{pmatrix} \) solves the same system. Equivalently \( \begin{pmatrix} U \\ X \end{pmatrix} \) solves (3.13) if and only if \( \begin{pmatrix} -U \\ X \end{pmatrix} \) does so.

The following definition extends to time scales the matrix sine and cosine functions known in the continuous time from [18, p. 511] and in the discrete case from [5, p. 39].

Definition 3.9. Let \( s \in [a, b]_\mathbb{R} \) be fixed. We define the \( n \times n \) matrix-valued functions sine (denoted by Sin\(_s\)) and cosine (denoted by Cos\(_s\)) as
\[ \text{Sin}_s(t) := X(t) \quad \text{and} \quad \text{Cos}_s(t) := U(t), \]
respectively, where the pair \( \begin{pmatrix} X \\ U \end{pmatrix} \) is the principal solution of system (3.13) at \( s \), i.e., it is given by the initial conditions \( X(s) = 0 \) and \( U(s) = I \). We suppress the index \( s \) when \( s = a \), i.e., we denote Sin := Sin\(_a\) and Cos := Cos\(_a\).
Remark 3.10. (i) The matrix functions $\sin_s$ and $\cos_s$ are $n$-dimensional analogs of the scalar trigonometric functions $\sin(t - s)$ and $\cos(t - s)$.

(ii) When $n = 1$ and $P = 0$ and $Q = p$ with $p \in C_{rd}$, the matrix functions $\sin_s(t)$ and $\cos_s(t)$ reduce exactly to the scalar time scale trigonometric functions $\sin_p(t, s)$ and $\cos_p(t, s)$ from [32, Definition 3.25].

(iii) In the continuous time scalar case and when $P = 0$, i.e., system (3.13) is the same as (3.1), the solutions $\sin(t) = \sin \int_0^t Q(\tau) \, d\tau$ and $\cos(t) = \cos \int_0^t Q(\tau) \, d\tau$. Similar formulas hold for the discrete scalar case, see [5, p. 40].

Remark 3.11. By using Lemma 3.8, the above matrix sine and cosine functions can be alternatively defined as $\cos_s(t) := \tilde{X}(t)$ and $\sin_s(t) := -\tilde{U}(t)$, where $\begin{pmatrix} \tilde{X} \\ \tilde{U} \end{pmatrix}$ is the solution of system (3.13) with the initial conditions $\tilde{X}(s) = I$ and $\tilde{U}(s) = 0$.

By definition, the Wronskian of the two solutions $\begin{pmatrix} \cos_s \\ \sin_s \end{pmatrix}$ and $\begin{pmatrix} -\sin_s \\ \cos_s \end{pmatrix}$ is $W(t) \equiv W(a) = I$. Hence, $\begin{pmatrix} \cos_s \\ \sin_s \end{pmatrix}$ and $\begin{pmatrix} -\sin_s \\ \cos_s \end{pmatrix}$ form normalized conjoined bases of system (3.13) and

$$\Phi(t) := \begin{pmatrix} \cos(t) & -\sin(t) \\ \sin(t) & \cos(t) \end{pmatrix}$$

for all $t \in [a, b]_\tau$. As a consequence of formulas (3.9) and (3.10) we get the following.

Corollary 3.12. For all $t \in [a, b]$, the identities

$$\cos^* \cos + \sin^* \sin = I = \cos \cos^* + \sin \sin^*, \quad (3.16)$$
$$\cos^* \sin = \sin^* \cos, \quad \cos \sin^* = \sin \cos^* \quad (3.17)$$

hold, while for all $t \in [a, \rho(b)]$, we have the identities

$$\cos^a \cos^* + \sin^a \sin^* = I + \mu P, \quad \cos^a \sin^* - \sin^a \cos^* = \mu Q.$$

The following result is a matrix analog of the fundamental formula $\cos^2(t) + \sin^2(t) = 1$ for scalar continuous time trigonometric functions, see also [32, Exercise 3.30]. Here $\| \cdot \|_F$ is the usual Frobenius norm, i.e., $\| V \|_F = \left( \sum_{i,j=1}^n v_{ij}^2 \right)^{1/2}$, see [23, p. 346].

Corollary 3.13. For all $t \in [a, b]$, we have the identity

$$\| \cos \|_F^2 + \| \sin \|_F^2 = n. \quad (3.18)$$

Proof. Since for arbitrary matrix $V \in C^{n \times n}$ the identity $\text{tr} (V^* V) = \| V \|_F^2$ holds, equation (3.18) follows directly from (3.16).

Corollary 3.14. For all $t \in [a, \rho(b)]$, we have

$$\cos^\lambda \cos^* + \sin^\lambda \sin^* = P, \quad (3.19)$$
$$\sin^\lambda \cos^* - \cos^\lambda \sin^* = Q. \quad (3.20)$$
Theorem 3.16. This result generalizes its continuous time counterpart in [66, Theorem 1.1] to time scales.

Proof. Since \( \left( \frac{\sin}{\cos} \right) \) is the solution of system (3.13), we have
\[
\sin^\Delta = \mathcal{P} \sin + \mathcal{Q} \cos \quad \text{and} \quad \cos^\Delta = -\mathcal{Q} \sin + \mathcal{P} \cos .
\]
If we now multiply the first of these two identities by the matrix \( \sin^* \) from the right and the second one by \( \cos^* \) from the right, and if we add the two obtained equations, then formula (3.19) follows. In these computations we also used (3.16)(ii) and (3.17)(ii). Similar calculations lead to formula (3.20).

Remark 3.15. If the matrix \( \cos \) and/or \( \sin \) is invertible at some point \( t \in [a, b] \), then, by (3.16) and (3.17), we can write
\[
\cos^{-1} = \cos^* + \sin^* \cos^{*^{-1}} \sin^*, \quad \sin^{-1} = \sin^* + \cos^* \sin^{*^{-1}} \cos^* .
\]
Next we present additive formulas for matrix trigonometric functions on time scales. This result generalizes its continuous time counterpart in [66, Theorem 1.1] to time scales.

Theorem 3.16. For \( t, s \in [a, b] \) we have
\[
\begin{align*}
\sin_s^r(t) &= \sin(t) \cos^*(s) - \cos(t) \sin^*(s), \quad (3.22) \\
\cos_s^r(t) &= \cos(t) \cos^*(s) + \sin(t) \sin^*(s), \quad (3.23) \\
\sin(t) &= \sin_s^r(t) \cos(s) + \cos_s^r(t) \sin(s), \quad (3.24) \\
\cos(t) &= \cos_s^r(t) \cos(s) - \sin_s^r(t) \sin(s). \quad (3.25)
\end{align*}
\]

Proof. We set
\[
V(t) := \sin(t) \cos^*(s) - \cos(t) \sin^*(s), \quad Y(t) := \cos(t) \cos^*(s) + \sin(t) \sin^*(s).
\]
Then we calculate
\[
\begin{align*}
V^\Delta(t) &= \sin^\Delta(t) \cos^*(s) - \cos^\Delta(t) \sin^*(s) = \mathcal{P}(t)V(t) + \mathcal{Q}(t)Y(t), \\
Y^\Delta(t) &= \cos^\Delta(t) \cos^*(s) + \sin^\Delta(t) \sin^*(s) = -\mathcal{Q}(t)V(t) + \mathcal{P}(t)Y(t),
\end{align*}
\]
where we used (3.16)(ii) and (3.17)(ii) at \( t \). The initial values are \( V(s) = 0 \) and \( Y(s) = I \), where we used (3.16)(ii) and (3.17)(ii) at \( s \). Hence, equations (3.22) and (3.23) follow from the uniqueness of solutions of time scale symplectic systems. That is \( V(t) = \sin_s^r(t) \) and \( Y(t) = \cos_s^r(t) \). Note that equations (3.22) and (3.23) can be written as
\[
\begin{pmatrix}
\sin_s^r(t) & \cos_s^r(t)
\end{pmatrix}
= \begin{pmatrix}
\sin(t) & \cos(t)
\end{pmatrix}
\begin{pmatrix}
\cos^*(s) & \sin^*(s) \\
-\sin^*(s) & \cos^*(s)
\end{pmatrix}, \quad (3.26)
\]
where the \( 2n \times 2n \) matrix on the right-hand side equals to \( \hat{\Phi}^{-1}(s) \) and the matrix \( \hat{\Phi}(s) \) is defined in (3.15). Multiplying equality (3.26) by \( \hat{\Phi}(s) \) from the right, identities (3.24) and (3.25) follow.

Remark 3.17. With respect to Remark 3.10 for the scalar continuous time case, identities (3.22)–(3.23) are matrix analogues of
\[
\sin(t - s) = \sin(t) \cos(s) - \cos(t) \sin(s), \quad \cos(t - s) = \cos(t) \cos(s) + \sin(t) \sin(s),
\]
while identities (3.24)–(3.25) are matrix analogues of
\[
\sin(t) = \sin(t - s) \cos(s) + \cos(t - s) \sin(s), \quad \cos(t) = \cos(t - s) \cos(s) - \sin(t - s) \sin(s).
\]
Chapter 3. Trigonometric and hyperbolic systems on time scales

Corollary 3.18. Let $t, s \in [a, b]_\mathbb{T}$. Then
\[ \sin_s(t) = -\sin_t^*(s) \quad \text{and} \quad \cos_s(t) = \cos_t^*(s). \quad (3.27) \]

Remark 3.19. In the scalar continuous time case with $Q(t) \equiv 1$, the formulas in (3.27) have the form
\[ \sin(t - s) = -\sin(s - t) \quad \text{and} \quad \cos(t - s) = \cos(s - t). \]
Consequently, if we let $s = 0$, we obtain
\[ \sin(t) = -\sin(-t) \quad \text{and} \quad \cos(t) = \cos(-t), \]
so that Corollary 3.18 is the matrix analogue of the statement about the parity for the scalar functions sine and cosine.

Next we wish to generalize the sum and difference formulas for solutions of two time scale symplectic systems. This can be done via the approach from [52]. This leads to a generalization of several formulas known in the scalar continuous case. Observe that, comparing to Theorem 3.16 in which we consider one system and solutions with different initial conditions, we shall now deal with two systems and solutions with the same initial conditions. Consider the following two time scale trigonometric systems
\[ X^\Delta = \mathcal{P}(t) X + \mathcal{Q}(t) U, \quad U^\Delta = -\mathcal{Q}(t) X + \mathcal{P}(t) U \quad (3.28) \]
with initial conditions $X_{(i)}(a) = 0$ and $U_{(i)}(a) = I$, where $i = 1, 2$. Denote by $\sin_{(i)}(t)$ and $\cos_{(i)}(t)$ the corresponding matrix sine and cosine functions from Definition 3.9. Put
\[ \sin^\pm(t) := \sin_{(1)}(t) \cos_{(2)}^*(t) \pm \cos_{(1)}(t) \sin_{(2)}^*(t), \quad (3.29) \]
\[ \cos^\pm(t) := \cos_{(1)}(t) \cos_{(2)}^*(t) \mp \sin_{(1)}(t) \sin_{(2)}^*(t). \quad (3.30) \]

Theorem 3.20. Assume that $\mathcal{P}(t)$ and $\mathcal{Q}(t)$ satisfy (3.11) and (3.12). The pair $\sin^\pm$ and $\cos^\pm$ solves the system
\[ X^\Delta = \mathcal{P}(t) X + \mathcal{Q}(t) U + \mathcal{X}(t) U + \mathcal{Y}(t) U \]
\[ U^\Delta = -\mathcal{Q}(t) X + \mathcal{P}(t) U \mp \mathcal{X}(t) U + \mathcal{Y}(t) U \]
with the initial conditions $X(a) = 0$ and $U(a) = I$. Moreover, for all $t \in [a, b]_\mathbb{T}$ we have
\[ \sin^\pm \left( \sin^\pm \right)^* + \cos^\pm \left( \cos^\pm \right)^* = I = \left( \sin^\pm \right)^* \sin^\pm + \left( \cos^\pm \right)^* \cos^\pm, \quad (3.32) \]
\[ \sin^\pm \left( \sin^\pm \right)^* = \cos^\pm \left( \sin^\pm \right)^*, \quad \left( \sin^\pm \right)^* \cos^\pm = \left( \cos^\pm \right)^* \sin^\pm. \quad (3.33) \]

Proof. All the statements in this theorem are proven by straightforward calculations. In these we use the identities, see (2.5),
\[ \sin^\Delta_{(1)} = \sin_{(1)} + \mu \sin^\Delta_{(1)} = \sin_{(1)} + \mu \left( \mathcal{P}(1) \sin_{(1)} + \mathcal{Q}(1) \cos_{(1)} \right), \]
\[ \cos^\Delta_{(1)} = \cos_{(1)} + \mu \cos^\Delta_{(1)} = \cos_{(1)} + \mu \left( -\mathcal{Q}(1) \sin_{(1)} + \mathcal{P}(1) \cos_{(1)} \right). \]
3.2. Time scale trigonometric systems

time scale product rule (2.3), and system (3.28) for \( i = 1, 2 \). Then it follows that the pair 
\( \sin^+ \) and \( \cos^+ \) solves the system (3.31) and \( \sin^+ (a) = 0, \cos^+ (a) = I \).

Next we show identity (3.32). From the definitions of \( \sin^+ \) and \( \cos^+ \), from the first  
identity in (3.16) for \( i = 1 \), and from the second identity in (3.17) for \( i = 2 \) we get
\[
\sin^+ \left( \sin^+ \right)^* + \cos^+ \left( \cos^+ \right)^* = \sin_1 \left( \cos_2^* \cos_2 + \sin_2^* \sin_2 \right) \sin_1^* \\
\quad + \cos_1 \left( \cos_2^* \cos_2 + \sin_2^* \sin_2 \right) \cos_1^* \\
= \cos_1 \cos_1^* + \sin_1 \sin_1^* = I.
\]
The other identities in (3.32) are shown in analogous way. Similarly, by using (3.16) and 
(3.17) for \( i = 1, 2 \) one can show that all the identities in (3.33) hold true.  

**Remark 3.21.** The properties in (3.32) and (3.33) of solutions \( \sin^\pm \) and \( \cos^\pm \) of system (3.31) 
mirror the properties in (3.16) and (3.17) of normalized conjoined bases of \( (S) \). However, 
the two pairs \( \left( \frac{\sin^+}{\cos^+} \right) \) and \( \left( \frac{\sin^-}{\cos^-} \right) \) are not conjoined bases of their corresponding systems, 
because these systems are not symplectic.

**Remark 3.22.** In the continuous time case the assertion of Theorem 3.20 was proven 
in [52, Theorem 1]. On the other hand, the discrete form is new. The details can be found 
in [163, Theorem 3.14].

When the two systems in (3.28) are the same, Theorem 3.20 yields the following.

**Corollary 3.23.** Assume that \( P \) and \( Q \) satisfy (3.11) and (3.12). Then the system
\[
X^\Delta = P(t)X + Q(t)U + XP^*(t) + UQ^*(t) \\
\quad + \mu(t)P(t)\left( XP^*(t) + UQ^*(t) \right) + Q(t)\left( -XQ^*(t) + UP^*(t) \right),
\]
\[
U^\Delta = -Q(t)X + P(t)U - XQ^*(t) + UQ^*(t) \\
\quad + \mu(t)\left( -Q(t) \left( XP^*(t) + UQ^*(t) \right) + P(t) \left( -XQ^*(t) + UP^*(t) \right) \right)
\]
with the initial conditions \( X(a) = 0 \) and \( U(a) = I \) possesses the solution
\[
X = 2 \sin \cos^* \quad \text{and} \quad U = \cos \cos^* - \sin \sin^*,
\]
where \( \sin \) and \( \cos \) are the matrix functions in Definition 3.9. Moreover, the above matrices 
\( X \) and \( U \) commute, i.e., \( XU = UX \).

**Proof.** The statement follows from Theorem 3.20 in which we take \( \mathcal{P}_1 = \mathcal{P}_2 = P \), \( \mathcal{Q}_1 = \mathcal{Q}_2 = Q \), and \( \sin_1 \sin_2 = \sin, \cos_1 \cos_2 = \cos \). Finally, from (3.16) and (3.17) 
we get that \( XU - UX = 0 \).

**Remark 3.24.** The previous corollary can be viewed as the \( n \)–dimensional analogy of the 
double angle formulas for scalar continuous time goniometric functions
\[
\sin(2t) = 2 \sin(t) \cos(t) \quad \text{and} \quad \cos(2t) = \cos^2(t) - \sin^2(t).
\]
In the continuous time case, the content of Corollary 3.23 coincides with [65, Theorem 1.1]. 
On the other hand, this result is new in the discrete case, see [163, Corollary 3.16].
Corollary 3.25. For all \( t \in [a, b] \), we have the identities

\[
\sin(t_1) \sin^*(t_2) = \frac{1}{2}(\cos^- - \cos^+), \tag{3.34}
\]

\[
\cos(t_1) \cos^*(t_2) = \frac{1}{2}(\cos^- + \cos^+), \tag{3.35}
\]

\[
\sin(t_1) \cos^*(t_2) = \frac{1}{2}(\sin^- + \sin^+). \tag{3.36}
\]

Proof. Subtracting the two equations in (3.30) we obtain

\[
\cos^- - \cos^+ = 2 \sin(t_1) \sin^*(t_2)
\]

from which formula (3.34) follows. Similarly, from identities

\[
\cos^- + \cos^+ = 2 \cos(t_1) \cos^*(t_2)
\]

and

\[
\sin^- + \sin^+ = 2 \sin(t_1) \cos^*(t_2)
\]

we obtain (3.35) and (3.36). \( \Box \)

Remark 3.26. In the scalar continuous time case identities (3.34)–(3.36) correspond to

\[
\sin(t) \sin(s) = \frac{1}{2}[\cos(t-s) - \cos(t+s)],
\]

\[
\cos(t) \cos(s) = \frac{1}{2}[\cos(t-s) + \cos(t+s)],
\]

\[
\sin(t) \cos(s) = \frac{1}{2}[\sin(t-s) + \sin(t+s)].
\]

The next definition is a natural time scale matrix extension of the scalar trigonometric tangent and cotangent functions. It extends the discrete matrix tangent and cotangent functions known from [5, p. 42] to time scales.

Definition 3.27. Whenever \( \cos(t) \) and \( \sin(t) \) is invertible, we define the matrix-valued functions \( \text{tangent} \) (we write \( \text{Tan} \)) and \( \text{cotangent} \) (we write \( \text{Cotan} \)), by

\[
\text{Tan}(t) := \cos^{-1}(t) \sin(t) \quad \text{and} \quad \text{Cotan}(t) := \sin^{-1}(t) \cos(t),
\]

respectively.

Remark 3.28. Analogous results concerning \( \text{Tan}(t) \) and \( \text{Cotan}(t) \) which are presented below, we can get by using the definitions

\[
\widehat{\text{Tan}}(t) := \sin(t) \cos^{-1}(t) \quad \text{and} \quad \widehat{\text{Cotan}}(t) := \cos(t) \sin^{-1}(t).
\]

Theorem 3.29. Whenever \( \text{Tan}(t) \) is defined we get

\[
\text{Tan}^*(t) = \text{Tan}(t), \tag{3.37}
\]

\[
\cos^{-1}(t) \cos^*(t) - \text{Tan}^2(t) = I. \tag{3.38}
\]

Moreover, if \( \cos(t) \) and \( \cos^*(t) \) are invertible, then

\[
\text{Tan}^3(t) = [\cos^*(t)]^{-1} Q(t) \cos^{-1}(t). \tag{3.39}
\]

Proof. From (3.17) it follows that

\[
\text{Tan}^* - \text{Tan} = \cos^{-1}(\text{Tan}^* + \text{Tan}^*) \cos^{-1} = 0,
\]

while from (3.16) and (3.37) we get

\[
I = \cos \left( \cos^{-1} \sin \sin^* \cos^{-1} + I \right) \cos^* = \cos \left( \text{Tan}^2 + I \right) \cos^*,
\]
which can be written as equation (3.38). In order to show (3.39) we note that if $\cos(t_0)$ and $\cos^\sigma(t_0)$ are invertible, then $\tan^\lambda(t_0)$ exists and, by (3.16), (2.4), (3.21), and (3.37), we obtain

$$\tan^\Delta = \left(\cos^{-1}\sin\right)^\Delta = -(\cos^\sigma)^{-1}\cos^\Delta\cos^{-1}\sin + (\cos^\sigma)^{-1}\sin^\Delta$$

$$= (\cos^\sigma)^{-1}Q\left(-\sin\cos^{-1}\sin + \cos\right) = (\cos^\sigma)^{-1}Q\cos^{-1}.$$

Therefore (3.39) is established. □

Similar results as in Theorem 3.29 can be shown for the matrix function cotangent.

**Theorem 3.30.** Whenever $\cotan(t)$ is defined we get

$$\cotan^*(t) = \cotan(t), \quad (3.40)$$

$$\sin^{-1}(t)\sin^{-1}(t) - \cotan^2(t) = I. \quad (3.41)$$

Moreover, if $\sin(t)$ and $\sin^\sigma(t)$ are invertible, then

$$\cotan^\lambda(t) = -[\sin^\sigma(t)]^{-1}Q(t)\sin^{-1}(t). \quad (3.42)$$

**Proof.** It is analogous to the proof of Theorem 3.29. □

**Remark 3.31.** In the scalar case $n = 1$ identities (3.37) and (3.40) are trivial. In the scalar continuous time case, identities (3.38), (3.41), (3.39), and (3.42) take the form

$$\frac{1}{\cos^2(t)} - \tan^2(t) = 1, \quad \frac{1}{\sin^2(t)} - \cotan^2(t) = 1, \quad \text{with } s = \int_a^t Q(\tau)\,d\tau,$$

$$\left(\tan\int_a^t Q(\tau)\,d\tau\right)' = \frac{Q(t)}{\cos^2 s}, \quad \left(\cotan\int_a^t Q(\tau)\,d\tau\right)' = \frac{Q(t)}{\sin^2 s},$$

compare with Remark 3.10 (iii). The discrete versions of these identities can be found in [5, Corollary 6 and Lemma 12].

**Remark 3.32.** In the continuous time case with $Q(t) \equiv I$, i.e., when system (3.1) is $X' = U$, $U' = -X$ and hence it represents the second order matrix equation $X'' + X = 0$, the matrix functions $\sin, \cos, \tan, \text{and } \cotan$ satisfy

$$\sin' = \cos, \quad \cos' = -\sin, \quad \tan' = \cos^{-1}\cos^{-1}, \quad \cotan' = -\sin^{-1}\sin^{-1}.$$

The first two equalities follow from the definition of $\sin$ and $\cos$, while the last two equalities are simple consequences of (3.39) and (3.42).

Next, similarly to the definitions of the time scale matrix functions $\sin_{i(j)}, \cos_{i(j)}$, for $i = 1, 2, \sin^+, \text{and } \cos^+$ from (3.28)–(3.30) we define the following functions

$$\tan_{i(j)}(t) := \cos_{i(j)}^{-1}(t)\sin_{i(j)}(t), \quad \cotan_{i(j)}(t) := \sin_{i(j)}^{-1}(t)\cos_{i(j)}(t), \quad \tan^+(t) := [\cos^+(t)]^{-1}\sin^+(t), \quad \cotan^+(t) := [\sin^+(t)]^{-1}\cos^+(t).$$

**Remark 3.33.** It is natural that the matrix-valued functions $\tan^\pm$ have similar properties as the function $\tan$. In particular, the first identity in (3.33) implies that $\tan^\pm$ are Hermitian. Similarly, the functions $\cotan^\pm$ are also Hermitian.
The results of the following theorem are new even in the special case of continuous
and discrete time, see [163, Theorem 3.26].

**Theorem 3.34.** For all \( t \in [a, b]_\tau \) such that all involved functions are defined we have (suppressing the argument \( t \))

\[
\begin{align*}
\tan_1(t) \pm \tan_2(t) &= \tan_1(t) \left( \cotan_2(t) \pm \cotan_1(t) \right) \tan_2(t), \\
\cotan_1(t) \pm \cotan_2(t) &= \cotan_1(t) \left( \tan_2(t) \pm \tan_1(t) \right) \cotan_2(t), \\
\tan_1(t) \pm \cotan_2(t) &= \pm \sin_1(t) \sin_2(t) \cos_2(t) \cos_1(t), \\
\cotan_1(t) \pm \tan_2(t) &= \pm \sin_1(t) \sin_2(t) \cos_2(t) \cos_1(t),
\end{align*}
\]

(3.43)–(3.46)

**Proof.** For identity (3.43) we have

\[
\begin{align*}
\tan_1(t) \pm \tan_2(t) &= \cos_2(t) \sin_1(t) \left( \sin_2(t) \cos_1(t) + \sin_1(t) \cos_2(t) \right) \\
&= \tan_1(t) \left( \cotan_2(t) \pm \cotan_1(t) \right) \tan_2(t).
\end{align*}
\]

The equations in (3.44) follow from the fact that \( \tan_2(t) \) is Hermitian, i.e.,

\[
\begin{align*}
\tan_1(t) \pm \tan_2(t) &= \cos_2(t) \sin_1(t) \left( \sin_2(t) \cos_1(t) + \sin_1(t) \cos_2(t) \right) \\
&= \cos_2(t) \sin_1(t) \cos_1(t) \sin_2(t) \cos_2(t). \\
\end{align*}
\]

The proofs of identities (3.45) and (3.46) are similar to the proofs of (3.43) and (3.44). Next, by using the fact that \( \tan_1(t) \) and \( \cotan_1(t) \) are Hermitian, we obtain from (3.44) the identity

\[
\tan_1(t) \pm \tan_2(t) = \cos_2(t) \left( \tan_1(t) \pm \cotan_2(t) \right) \cos_1(t) \sin_2(t) \cos_2(t),
\]

from which we eliminate \( \tan_1(t) \). That is, with \( (\tan_1(t))^* = \tan_2(t) \) and \( \cotan_1(t) = \cotan_1(t) \) we have

\[
\begin{align*}
\tan_1(t) \pm \tan_2(t) &= \cos_2(t) \left( \tan_1(t) \pm \cotan_2(t) \right) \cos_1(t) \sin_2(t) \cos_2(t) \\
&= \left[ \cos_2(t) \left( \tan_1(t) \pm \cotan_2(t) \right) \cos_1(t) \sin_2(t) \cos_2(t) \right]^{-1} \\
&= \cos_2(t) \left( \tan_1(t) \pm \cotan_2(t) \right) \cos_1(t) \sin_2(t) \cos_2(t).
\end{align*}
\]

(3.47)

Therefore, the formulas in (3.47) are established. The identities in (3.48) follow from (3.47) by noticing that \( \tan_1(t) \cotan_2(t) = I \) and by using \( \cotan_1(t) = \cotan_1(t) \).

**Remark 3.35.** Consider the system (3.13) in the scalar continuous time case with \( P(t) \equiv 0 \) and \( Q(t) \equiv 1 \), or equivalently system (3.1) with \( Q(t) \equiv 1 \). Then the identities in (3.43) and (3.44) have the form

\[
\begin{align*}
\tan(t) \pm \tan(s) &= \frac{\cotan(s) \pm \cotan(t)}{\cotan(t) \cotan(s)} = \frac{\sin(t \pm s)}{\cos(t) \cos(s)}, \\
\cotan(t) \pm \cotan(s) &= \frac{\tan(s) \pm \tan(t)}{\tan(t) \tan(s)} = \frac{\sin(s \pm t)}{\sin(t) \sin(s)}.
\end{align*}
\]

identities (3.45) and (3.46) reduce to

\[
\begin{align*}
\tan(t) \pm \tan(s) &= \frac{\cotan(s) \pm \cotan(t)}{\cotan(t) \cotan(s)} = \frac{\sin(t \pm s)}{\cos(t) \cos(s)}, \\
\cotan(t) \pm \cotan(s) &= \frac{\tan(s) \pm \tan(t)}{\tan(t) \tan(s)} = \frac{\sin(s \pm t)}{\sin(t) \sin(s)}.
\end{align*}
\]
In addition, it is common to write \((3.43)\) and \((3.45)\) as
\[
\tan(t) \tan(s) = \pm \frac{\tan(t) \pm \tan(s)}{\cotan(t) \pm \cotan(s)}.
\]
Finally, the identities in \((3.47)\) and \((3.48)\) correspond in this case to
\[
\tan (t \pm s) = \frac{\tan(t) \pm \tan(s)}{1 \mp \tan(t) \tan(s)} \quad \text{and} \quad \cotan (t \pm s) = \frac{\cotan(t) \cotan(s) \mp 1}{\cotan(s) \pm \cotan(t)}.
\]

### 3.3 Time scale hyperbolic systems

In this section we define time scale matrix hyperbolic functions and prove analogous results as for the trigonometric functions in the previous section. In particular, we derive time scale matrix extensions of several identities which are known for the continuous time scalar hyperbolic functions. The proofs are similar to the corresponding proofs for the trigonometric case and therefore they will be omitted. We wish to remark that some results from this section have previously been derived in the unpublished paper [131] by Z. Pospíšil. We now present these results for completeness and clear comparison with the corresponding trigonometric results established in Section 3.2, as well as we derive several new formulas for time scale matrix hyperbolic functions.

Consider system \((S)\) on \([a, \rho(b)]_\mathbb{T}\) with the matrix
\[
S(t) = \begin{pmatrix} P(t) & Q(t) \\ Q(t) & P(t) \end{pmatrix},
\]
where \(P, Q \in \mathbb{C}_{\text{prd}}\) on \([a, \rho(b)]_\mathbb{T}\) are \(n \times n\) complex-valued matrices satisfying for all \(t \in [a, \rho(b)]_\mathbb{T}\) the following identities
\[
Q^* - Q + \mu (Q^*P - P^*Q) = 0, \quad (3.49)
\]
\[
P + P^* + \mu (P^*P - Q^*Q) = 0, \quad (3.50)
\]
see also [131, p. 9] and [87, Theorem 8].

**Definition 3.36** (Time scale hyperbolic system). The system
\[
X^\Delta = P(t) X + Q(t) U, \quad U^\Delta = Q(t) X + P(t) U, \quad (3.51)
\]
where the matrices \(P(t)\) and \(Q(t)\) satisfy identities \((3.49)\) and \((3.50)\) for all \(t \in [a, \rho(b)]_\mathbb{T}\), is called a time scale hyperbolic system.

**Remark 3.37.** The above time scale hyperbolic system is in general defined through two coefficient matrices \(P\) and \(Q\). However, in the continuous time case we can use the same transformation as in Remark 3.6 and write the hyperbolic system from \((3.51)\) in the form of \((3.5)\). Similarly, by using the same arguments as in Remark 3.7, in the discrete case we can write the above hyperbolic system in the form \((3.6)\).

**Remark 3.38.** In the discrete case it is known that the matrix \(P_k\) is necessarily invertible for all \(k \in [a, b]_\mathbb{Z}\), see [61, identity (12)] or [162, Remark 67]. Similarly, in the general time scale setting we have that identity \((3.50)\) implies \((I + \mu P^*) (I + \mu P) = I + \mu^2 Q^*Q > 0\), that is, the matrix \(I + \mu P\) is invertible. And then \((3.49)\) yields that \(Q (I + \mu P)^{-1}\) is Hermitian.
Remark 3.39. Similarly to Remark 3.5, symplectic system (S) can be written as a time scale hyperbolic system if there exist normalized conjoined bases \( Z = \left( \begin{array}{c} \chi \\ \bar{\chi} \end{array} \right) \) and \( \tilde{Z} = \left( \begin{array}{c} \tilde{\chi} \\ \tilde{\bar{\chi}} \end{array} \right) \) of system (S) such that \( X\tilde{X}^* \) is positive definite.

Lemma 3.40. The pair \( \left( \begin{array}{c} \tilde{\chi} \\ \tilde{\bar{\chi}} \end{array} \right) \) solves system (3.51) if and only if the pair \( \left( \begin{array}{c} \chi \\ \bar{\chi} \end{array} \right) \) solves the same hyperbolic system.

Following [131, Definition 2.1], we define the time scale matrix hyperbolic functions. See also the discrete version in [61, Definition 3.1] or [162, Definition 32].

Definition 3.41. Let \( s \in [a, b]_\mathbb{T} \) be fixed. We define the \( n \times n \) matrix valued functions hyperbolic sine (denoted by \( \operatorname{Sinh}_s \)) and hyperbolic cosine (denoted by \( \operatorname{Cosh}_s \)) as

\[
\operatorname{Sinh}_s(t) := X(t) \quad \text{and} \quad \operatorname{Cosh}_s(t) := U(t),
\]

respectively, where the pair \( \left( \begin{array}{c} \chi \\ \bar{\chi} \end{array} \right) \) is the principal solution of system (3.51) at \( s \), i.e., it is given by the initial conditions \( X(s) = 0 \) and \( U(s) = I \). We suppress the index \( s \) when \( s = a \), i.e., we denote \( \operatorname{Sinh} := \operatorname{Sinh}_a \) and \( \operatorname{Cosh} := \operatorname{Cosh}_a \).

Remark 3.42. (i) The matrix functions \( \operatorname{Sinh}_a \) and \( \operatorname{Cosh}_a \) are \( n \)-dimensional analogs of the scalar hyperbolic functions \( \sinh(t - s) \) and \( \cosh(t - s) \).

(ii) When \( n = 1 \) and \( \mathbb{P} = 0 \) and \( \mathbb{Q} = p \) with \( p \in C_{\mathbb{T}} \), the matrix functions \( \operatorname{Sinh}_a(t) \) and \( \operatorname{Cosh}_a(t) \) reduce exactly to the scalar time scale hyperbolic functions \( \sinh_p(t, s) \) and \( \cosh_p(t, s) \) from [32, Definition 3.17].

(iii) In the continuous time scalar case and when \( \mathbb{P} = 0 \), i.e., system (3.51) is the same as (3.5), we have \( \operatorname{Sinh}(t) = \sinh \int_a^t \mathbb{Q}(\tau) \, d\tau \) and \( \operatorname{Cosh}(t) = \cosh \int_a^t \mathbb{Q}(\tau) \, d\tau \), see [71, p. 12]. Similar formulas hold for the discrete scalar case, see [61, equations (27)–(28)].

Since the solutions \( \left( \begin{array}{c} \operatorname{Cosh} \\ \operatorname{Sinh} \end{array} \right) \) and \( \left( \begin{array}{c} \operatorname{Sinh} \\ \operatorname{Cosh} \end{array} \right) \) form normalized conjoined bases of (3.51),

\[
\hat{\Psi}(t) := \begin{pmatrix} \operatorname{Cosh}(t) & \operatorname{Sinh}(t) \\ \operatorname{Sinh}(t) & \operatorname{Cosh}(t) \end{pmatrix}
\]

is a fundamental matrix of (3.51). Therefore, every solution \( \left( \begin{array}{c} \chi \\ \bar{\chi} \end{array} \right) \) of (3.51) has the form

\[
X(t) = \operatorname{Cosh}(t) X(a) + \operatorname{Sinh}(t) U(a) \quad \text{and} \quad U(t) = \operatorname{Sinh}(t) X(a) + \operatorname{Cosh}(t) U(a)
\]

for all \( t \in [a, b]_\mathbb{T} \). As a consequence of formulas (3.9) and (3.10) we get for solutions of time scale hyperbolic systems the following, see also [131, Theorem 2.1].

Corollary 3.43. For all \( t \in [a, b]_\mathbb{T} \), the identities

\[
\begin{align*}
\operatorname{Cosh}^* \operatorname{Cosh} - \operatorname{Sinh}^* \operatorname{Sinh} &= I = \operatorname{Cosh} \operatorname{Cosh}^* - \operatorname{Sinh} \operatorname{Sinh}^*, \\
\operatorname{Cosh} \operatorname{Sinh} &= \operatorname{Sinh} \operatorname{Cosh}, \quad \operatorname{Cosh} \operatorname{Sinh}^* &= \operatorname{Sinh} \operatorname{Cosh}^*
\end{align*}
\]

hold, while for all \( t \in [a, \mu \mathbb{P}]_\mathbb{T} \), we have the identities

\[
\begin{align*}
\operatorname{Cosh}^\sigma \operatorname{Cosh}^* - \operatorname{Sinh}^\sigma \operatorname{Sinh}^* &= I + \mu \mathbb{P}, \quad \operatorname{Sinh}^\sigma \operatorname{Cosh}^* - \operatorname{Cosh}^\sigma \operatorname{Sinh}^* &= \mu \mathbb{Q}.
\end{align*}
\]

Now we establish a matrix analog of the formula \( \cosh^2(t) - \sinh^2(t) = 1 \), see also [131, Theorem 2.1], as well as the formulas from [131, Theorem 2.5].
Corollary 3.44. For all $t \in [a, b]_\tau$ the identity
\[ \|\cosh\|_F^2 - \|\sinh\|_F^2 = n \]
holds, while for all $t \in [a, \rho(b)]_\tau$ we have
\[ \cosh^\Delta \cosh^* - \sinh^\Delta \sinh^* = P, \quad \sinh^\Delta \cosh^* - \cosh^\Delta \sinh^* = Q. \]

Remark 3.45. It follows from identity (3.52) that the matrix $\cosh(t)$ is invertible for all $t \in [a, b]_\tau$. Moreover, if $\sinh(t)$ is invertible at some $t$, then from (3.52) and (3.53) we obtain
\[ \cosh^{-1} = \cosh^* - \sinh^* \cosh^{*-1} \sinh^*, \quad \sinh^{-1} = \cosh^* \sinh^{*-1} \cosh^* - \sinh^*. \]

The following additive formulas are established in [131, Theorem 2.2]. They are proven in a similar way as in Theorem 3.16.

Theorem 3.46. For $t, s \in [a, b]_\tau$ we have
\[
\begin{align*}
\sinh_{\Delta}(t) &= \sinh(t) \cosh^*(s) - \cosh(t) \sinh^*(s), \quad (3.54) \\
\cosh_{\Delta}(t) &= \cosh(t) \cosh^*(s) - \sinh(t) \sinh^*(s), \quad (3.55) \\
\sinh(t) &= \sinh_{\Delta}(t) \cosh(s) + \cosh_{\Delta}(t) \sinh(s), \quad (3.56) \\
\cosh(t) &= \cosh_{\Delta}(t) \cosh(s) + \sinh_{\Delta}(t) \sinh(s). \quad (3.57)
\end{align*}
\]

Remark 3.47. With respect to Remark 3.42 for the scalar continuous time case, identities (3.54)–(3.55) are matrix analogues of
\[
\begin{align*}
\sinh(t - s) &= \sinh(t) \cosh(s) - \cosh(t) \sinh(s), \\
\cosh(t - s) &= \cosh(t) \cosh(s) - \sinh(t) \sinh(s),
\end{align*}
\]
while identities (3.56)–(3.57) are matrix analogues of
\[
\begin{align*}
\sinh(t) &= \sinh(t - s) \cosh(s) + \cosh(t - s) \sinh(s), \\
\cosh(t) &= \cosh(t - s) \cosh(s) + \sinh(t - s) \sinh(s).
\end{align*}
\]

Interchanging the parameters $t$ and $s$ in (3.54) and (3.55) yields expected properties of the time scale matrix hyperbolic functions, see also [131, formula (34)].

Corollary 3.48. Let $t, s \in [a, b]_\tau$. Then
\[ \sinh_{\Delta}(t) = -\sinh^*(s) \quad \text{and} \quad \cosh_{\Delta}(t) = \cosh^*(s). \quad (3.58) \]

Remark 3.49. In the scalar continuous time case and when $Q(t) \equiv 1$ and $s = 0$, the formulas in (3.58) show that $\sinh(t) = -\sinh(-t)$ and $\cosh(t) = \cosh(-t)$. So we can see that Corollary 3.48 gives the matrix analogues of the statement about the parity for the scalar functions hyperbolic sine and hyperbolic cosine.

Now we use the same approach as for the time scale trigonometric functions to obtain generalized sum and difference formulas for solutions of two time scale hyperbolic systems. Hence, we consider the following two time scale hyperbolic systems
\[ X^\Delta = P_0(t) X + Q_0(t) U, \quad U^\Delta = Q_0(t) X + P_0(t) U \quad (3.59) \]
with initial conditions $X_{(i)}(a) = 0$ and $U_{(i)}(a) = I$, where $i = 1, 2$. Denote by $\text{Sinh}_{(i)}(t)$ and $\text{Cosh}_{(i)}(t)$ the corresponding matrix-valued hyperbolic sine and hyperbolic cosine functions from Definition 3.41. If we set
\[
\text{Sinh}^\pm(t) := \text{Sinh}_{(1)}(t) \text{Cosh}_{(2)}^\pm(t) \pm \text{Cosh}_{(1)}(t) \text{Sinh}_{(2)}^\pm(t),
\]
\[
\text{Cosh}^\pm(t) := \text{Cosh}_{(1)}(t) \text{Cosh}_{(2)}^\pm(t) \pm \text{Sinh}_{(1)}(t) \text{Sinh}_{(2)}^\pm(t),
\]
then similarly to Theorem 3.20 we have the following.

**Theorem 3.50.** Assume that $\mathcal{P}_{(i)}$ and $\mathcal{Q}_{(i)}$ satisfy (3.49) and (3.50). The pair $\text{Sinh}^\pm$ and $\text{Cosh}^\pm$ solves the system
\[
X^\Delta = \mathcal{P}_{(1)}(t) X + \mathcal{Q}_{(1)}(t) U + X\mathcal{P}^*_2(t) \pm U\mathcal{Q}^*_2(t)
+ \mu(t) \left[\mathcal{P}_{(1)}(t) \left(X\mathcal{P}^*_2(t) \pm U\mathcal{Q}^*_2(t)\right) + \mathcal{Q}_{(1)}(t) \left(\pm X\mathcal{Q}^*_2(t) + U\mathcal{P}^*_2(t)\right)\right],
\]
\[
U^\Delta = \mathcal{Q}_{(1)}(t) X + \mathcal{P}_{(1)}(t) U \pm X\mathcal{Q}^*_2(t) + U\mathcal{P}^*_2(t)
+ \mu(t) \left[\mathcal{Q}_{(1)}(t) \left(X\mathcal{Q}^*_2(t) \pm U\mathcal{P}^*_2(t)\right) + \mathcal{P}_{(1)}(t) \left(\pm X\mathcal{P}^*_2(t) + U\mathcal{Q}^*_2(t)\right)\right]
\]
with the initial conditions $X(a) = 0$ and $U(a) = I$. Moreover, for all $t \in [a, b]$, we have
\[
\text{Cosh}^+(\text{Cosh}^+)^* - \text{Sinh}^+ (\text{Sinh}^+)^* = I = (\text{Cosh}^+)^* \text{Cosh}^+ - (\text{Sinh}^+)^* \text{Sinh}^+,\]
\[
\text{Sinh}^+(\text{Cosh}^+)^* = \text{Cosh}^+ (\text{Sinh}^+)^*, \quad (\text{Sinh}^+)^* \text{Cosh}^+ = (\text{Cosh}^+)^* \text{Sinh}^+.
\]

**Remark 3.51.** An analogous statement as in Remark 3.21 now applies to the solutions $\left(\begin{smallmatrix} \text{Sinh}^+ \\ \text{Cosh}^+ \end{smallmatrix}\right)$ and $\left(\begin{smallmatrix} \text{Sinh}^C \\ \text{Cosh}^C \end{smallmatrix}\right)$. Namely, these two pairs are not conjoined bases of their corresponding systems, because these systems are not symplectic.

**Remark 3.52.** In the continuous time case, the assertion of Theorem 3.50 can be found in [71, Theorem 4.2]. For the discrete time hyperbolic systems this result is new, see the details in [163, Theorem 4.13].

When the two systems in (3.59) are the same, Theorem 3.50 yields the following.

**Corollary 3.53.** Assume that $\mathcal{P}$ and $\mathcal{Q}$ satisfy (3.49) and (3.50). Then the system
\[
X^\Delta = \mathcal{P}(t) X + \mathcal{Q}(t) U + X\mathcal{P}^*(t) + U\mathcal{Q}^*(t)
+ \mu(t) \left[\mathcal{P}(t) \left(X\mathcal{P}^*(t) + U\mathcal{Q}^*(t)\right) + \mathcal{Q}(t) \left(X\mathcal{Q}^*(t) + U\mathcal{P}^*(t)\right)\right],
\]
\[
U^\Delta = \mathcal{Q}(t) X + \mathcal{P}(t) U \pm X\mathcal{Q}^*(t) + U\mathcal{P}^*(t)
+ \mu(t) \left[\mathcal{Q}(t) \left(X\mathcal{Q}^*(t) + U\mathcal{P}^*(t)\right) + \mathcal{P}(t) \left(X\mathcal{P}^*(t) + U\mathcal{Q}^*(t)\right)\right]
\]
with the initial conditions $X(a) = 0$ and $U(a) = I$ possesses the solution
\[
X = 2 \text{Sinh} \text{Cosh}^* \quad \text{and} \quad U = \text{Cosh} \text{Cosh}^* + \text{Sinh} \text{Sinh}^*,
\]
where $\text{Sinh}$ and $\text{Cosh}$ are the matrix functions in Definition 3.41. Moreover, the above matrices $X$ and $U$ commute, i.e., $XU = UX$. 

Remark 3.54. The previous corollary can be viewed as the \( n \)-dimensional analogy of the double angle formulas for scalar continuous time hyperbolic functions, i.e.,

\[
\sinh(2t) = 2 \sinh(t) \cosh(t) \quad \text{and} \quad \cosh(2t) = \cosh^2(t) + \sinh^2(t).
\]

In the continuous time case the content of Corollary 3.53 can be found in [71, Corollary 1]. In the discrete case we get a new result, namely [163, Corollary 4.15].

Now we can prove as in Corollary 3.25 the following identities.

**Corollary 3.55.** For all \( t \in [a, b] \), we have the identities

\[
\begin{align*}
\text{Sinh}(1) \text{Sinh}^\ast(2) &= \frac{1}{2} (\cosh^+ - \cosh^-), \\
\text{Cosh}(1) \text{Cosh}^\ast(2) &= \frac{1}{2} (\cosh^+ + \cosh^-), \\
\text{Sinh}(1) \text{Cosh}^\ast(2) &= \frac{1}{2} (\sinh^+ + \sinh^-).
\end{align*}
\]

Remark 3.56. In the scalar continuous time case identities (3.64)–(3.66) have the form

\[
\begin{align*}
\sinh(t) \sinh(s) &= \frac{1}{2} [\cosh(t+s) - \cosh(t-s)], \\
\cosh(t) \cosh(s) &= \frac{1}{2} [\cosh(t+s) + \cosh(t-s)], \\
\sinh(t) \cosh(s) &= \frac{1}{2} [\sinh(t+s) + \sinh(t-s)].
\end{align*}
\]

The next definition of time scale matrix hyperbolic tangent and cotangent functions is from [131, Definition 2.2]. It extends the discrete matrix hyperbolic tangent and hyperbolic cotangent functions known in [61, Definition 3.2] to time scales. Recall that the matrix function \( \cosh \) is invertible for all \( t \in [a, b] \), see Remark 3.45.

**Definition 3.57.** We define the matrix-valued function \( \text{hyperbolic tangent} \) (we write \( \text{Tanh} \)) and, whenever \( \text{Sinh}(t) \) is invertible, the matrix-valued function \( \text{hyperbolic cotangent} \) (we write \( \text{Cotanh} \)) in the form

\[
\text{Tanh}(t) := \cosh^{-1}(t) \text{Sinh}(t) \quad \text{and} \quad \text{Cotanh}(t) := \text{Sinh}^{-1}(t) \cosh(t), \text{ respectively.}
\]

**Remark 3.58.** Analogous results concerning \( \text{Tanh}(t) \) and \( \text{Cotanh}(t) \) which are presented below, can be obtained by using the definitions

\[
\text{\tilde{Tanh}}(t) := \text{Sinh}(t) \cosh^{-1}(t) \quad \text{and} \quad \text{\tilde{Cotanh}}(t) := \cosh(t) \text{Sinh}^{-1}(t).
\]

Similarly to Theorems 3.29 and 3.30 we can establish that the functions \( \text{Tanh} \) and \( \text{Cotanh} \) are Hermitian. The following two results can be found in [131, Theorems 2.4, 2.5].

**Theorem 3.59.** The following identities hold true

\[
\begin{align*}
\text{Tanh}^\ast(t) &= \text{Tanh}(t), \\
\cosh^{-1}(t) \cosh^{\ast-1}(t) + \text{Tanh}^2(t) &= I, \\
\text{Tanh}^{\Delta}(t) &= [\cosh^{\sigma}(t)]^{-1} Q(t) \cosh^{\ast-1}(t).
\end{align*}
\]
Theorem 3.60. Whenever \( \text{Cotanh}(t) \) is defined we obtain

\[
\text{Cotanh}^*(t) = \text{Cotanh}(t),
\]
\[
\text{Cotanh}^2(t) - \text{Sinh}^{-1}(t) \text{Sinh}^*(t) = I.
\]

Moreover, if \( \text{Sinh}(t) \) and \( \text{Sinh}^*(t) \) are invertible, then

\[
\text{Cotanh}^2(t) = -[\text{Sinh}^2(t)]^{-1} \frac{Q(t)}{\text{Sinh}^*(t)}.
\]

Remark 3.61. In the scalar case \( n = 1 \) identities (3.67) and (3.70) are trivial. In the scalar continuous time case identities (3.68), (3.71), (3.69), and (3.72) correspond to

\[
\frac{1}{\cosh^2(s)} + \tanh^2(s) = 1, \quad \cotanh^2(s) - \frac{1}{\sinh^2(s)} = 1, \quad \text{with } s = \int_0^t Q(\tau) \, d\tau,
\]

\[
\left( \tanh \int_0^t Q(\tau) \, d\tau \right)' = \frac{Q(t)}{\cosh^2 s}, \quad \left( \cotanh \int_0^t Q(\tau) \, d\tau \right)' = -\frac{Q(t)}{\sinh^2 s},
\]

compare with Remark 3.42 (iii). The discrete versions of these identities can be found in [61, Theorem 3.4] or [162, Theorem 89].

Next, similarly to the definitions of the time scale matrix functions \( \text{Sinh}_0(t) \), \( \text{Cosh}_0(t) \), for \( i = 1, 2 \), \( \text{Sinh}_0 \), and \( \text{Cosh}_0 \) from (3.59)–(3.61) we define

\[
\text{Tanh}_0(t) := \text{Cosh}_0^{-1}(t) \text{Sinh}_0(t), \quad \text{Cotanh}_0(t) := \text{Sinh}_0^{-1}(t) \text{Cosh}_0(t),
\]
\[
\text{Tanh}_0(t) := \left[ \text{Cosh}_0(t) \right]^{-1} \text{Sinh}_0(t), \quad \text{Cotanh}_0(t) := \left[ \text{Sinh}_0(t) \right]^{-1} \text{Cosh}_0(t).
\]

Remark 3.62. As in Remark 3.33 we conclude that the first identities from (3.63) imply \( (\text{Tanh}_0)^* = \text{Tanh}_0 \). Similarly, the functions \( \text{Cotanh}_0 \) are also Hermitian.

As it was the case for the trigonometric functions in Theorem 3.34, the results of the following theorem are new even in the special case of continuous and discrete time, see also [163, Theorem 4.25].

Theorem 3.63. For all \( t \in [a, b]_\tau \) such that all involved functions are defined we have (suppressing the argument \( t \))

\[
\text{Tanh}_1(t) \pm \text{Tanh}_2(t) = \text{Tanh}_1(t) \left( \text{Cotanh}_2(t) \pm \text{Cotanh}_1(t) \right) \text{Tanh}_2(t),
\]
\[
\text{Tanh}_1(t) \pm \text{Tanh}_2(t) = \text{Cosh}_1^{-1}(t) \text{Sinh}_1^* \text{Cosh}_2^{-1}(t),
\]
\[
\text{Cotanh}_1(t) \pm \text{Cotanh}_2(t) = \text{Cotanh}_1(t) \left( \text{Tanh}_2(t) \pm \text{Tanh}_1(t) \right) \text{Cotanh}_2(t),
\]
\[
\text{Cotanh}_1(t) \pm \text{Cotanh}_2(t) = \pm \text{Sinh}_1^{-1}(t) \text{Sinh}_2^* \text{Sinh}_2^{-1}(t),
\]
\[
\text{Tanh}_0(t) = \text{Cosh}_2^{-1}(t) \left( I \pm \text{Tanh}_1(t) \text{Tanh}_2(t) \right)^{-1}
\]
\[
\times \left( \text{Tanh}_1(t) \pm \text{Tanh}_2(t) \right) \text{Cosh}_2^*,
\]
\[
\text{Cotanh}_0(t) = \text{Sinh}_2^{-1}(t) \left( \text{Cotanh}_2(t) \pm \text{Cotanh}_1(t) \right)^{-1}
\]
\[
\times \left( \text{Cotanh}_1(t) \text{Cotanh}_2(t) \pm I \right) \text{Sinh}_2^*.
\]

Remark 3.64. Consider now the system (3.51) in the scalar continuous time case with \( P(t) = 0 \) and \( Q(t) = 1 \), or equivalently system (3.5) with \( Q(t) = 1 \). Then the identities in (3.73) and (3.74) have the form

\[
\tanh(t) \pm \tanh(s) = \frac{\cotanh(s) \pm \cotanh(t)}{\cotanh(t) \cotanh(s)} = \frac{\sinh(t \pm s)}{\cosh(t) \cosh(s)}.
\]
identities (3.75) and (3.76) reduce to
\[ \cotanh(t) \pm \cotanh(s) = \frac{\tanh(s) \pm \tanh(t)}{\tanh(s) \tanh(s)} = \frac{\sinh(s \pm t)}{\sinh(t) \sinh(s)}. \]

In addition, it is common to write (3.73) and (3.75) as
\[ \tanh(t) \tanh(s) = \frac{\tanh(t) \pm \tanh(s)}{\cotanh(s) \pm \cotanh(t)}. \]

Finally, the identities in (3.77) and (3.78) correspond in this case to
\[ \frac{\tanh(t) \pm \tanh(s)}{1 \pm \tanh(t) \tanh(s)} \quad \text{and} \quad \frac{1 \pm \cotanh(t) \cotanh(s)}{\cotanh(t) \pm \cotanh(s)}. \]

### 3.4 Concluding remarks

In this chapter we extended to the time scale matrix case several identities known in particular for the scalar continuous time trigonometric and hyperbolic functions. Namely, for trigonometric functions these are the identity \( \cos^2(t) + \sin^2(t) = 1 \) in Corollary 3.13, and the identities displayed in Theorems 3.16, 3.29, and 3.34, Remarks 3.19 and 3.31, and Corollaries 3.23 and 3.25. For hyperbolic functions these are the identity \( \cosh^2(t) - \sinh^2(t) = 1 \) in Corollary 3.44, and the identities displayed in Theorems 3.46 and 3.63, Remarks 3.49 and 3.61, and Corollary 3.55.

On the other hand, there are still several trigonometric and hyperbolic identities which we could not extend to the general time scale matrix case. For example, these are the identities
\[ \sin x \pm \sin y = 2 \sin \frac{x \pm y}{2} \cos \frac{x \mp y}{2}, \]
as well as other corresponding identities for the sum or difference of scalar trigonometric and hyperbolic functions. When \( y = 0 \) in the above identity, we get
\[ \sin x = 2 \sin \frac{x}{2} \cos \frac{x}{2}. \]

The right-hand side is similar to the solution \( X(t) \) in Corollary 3.23, but the left-hand side is not the matrix function \( \sin \), because the corresponding system is not a trigonometric system from (3.13), see Remark 3.21.

Furthermore, as for the time scale versions of the identities
\[ \begin{align*}
\sin(x + y) \sin(x - y) &= \sin^2 x - \sin^2 y, \\
\cos(x + y) \cos(x - y) &= \cos^2 x - \sin^2 y, \\
\sinh(x + y) \sinh(x - y) &= \sinh^2 x - \sinh^2 y, \\
cosh(x + y) \cosh(x - y) &= \sinh^2 x + \cosh^2 y,
\end{align*} \tag{3.79} \]
in the scalar case on an arbitrary time scale we can calculate the products
\[ \begin{align*}
\sin^+ \sin^- &= \sin^2_{(1)} - \sin^2_{(2)}, & \sinh^+ \sin^- &= \sinh^2_{(1)} - \sinh^2_{(2)}, \\
\cos^+ \cos^- &= \cos^2_{(1)} - \sin^2_{(2)}, & \cosh^+ \cosh^- &= \sinh^2_{(1)} + \cosh^2_{(2)},
\end{align*} \tag{3.80} \]
because the cross terms cancel due to the commutativity. However, in the general case the matrix products \( \sin^+ \sin^- \), \( \cos^+ \cos^- \), \( \sinh^+ \sin^- \), and \( \cosh^+ \cosh^- \) corresponding to
the left-hand side of (3.79) do not simplify as in (3.80), since the matrix multiplication is not commutative.

By straightforward calculations we can verify that

\[
\begin{align*}
\cos \pm i \sin & = (P \pm i Q) (\cos \pm i \sin), \\
\sinh \pm \cosh & = (P \pm i Q) (\sinh \pm \cosh)
\end{align*}
\]

hold. Hence, with using the exponential function introduced in [32, Section 5.1] see also [32, Section 2.2], we can define the trigonometric and hyperbolic functions alternatively in the form

\[
\begin{align*}
\sin_{s}(t) & = \frac{e^{P+iQ}(t, s) - e^{P-iQ}(t, s)}{2i}, & \cos_{s}(t) & = \frac{e^{P+iQ}(t, s) + e^{P-iQ}(t, s)}{2}, \\
\sinh_{s}(t) & = \frac{e^{P+iQ}(t, s) - e^{P-iQ}(t, s)}{2}, & \cosh_{s}(t) & = \frac{e^{P+iQ}(t, s) + e^{P-iQ}(t, s)}{2},
\end{align*}
\]

where the matrices \( P \pm i Q \) or equivalently \( 2P + \mu (P^2 + Q^2 + i(QP - PQ)) \) and matrices \( P \pm Q \) or equivalently \( 2P + \mu (P^2 + Q^2 + QP - PQ) \) are regressive, compare also to Remarks 3.10(ii) and 3.42(ii).

Finally, for any time scale the following pairs of \( 2n \times 2n \) and \( (2n+1) \times (2n+1) \) matrices

\[
\begin{align*}
P & = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}, & Q & = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}, & P & = \begin{pmatrix} 0 & 0 & I \\ 0 & 0 & 0 \\ -I & 0 & 0 \end{pmatrix}, & Q & = \begin{pmatrix} 0 & 0 & I \\ 0 & 0 & 0 \\ I & 0 & 0 \end{pmatrix}
\end{align*}
\]

determine \( 4n \times 4n \) and \( (4n + 2) \times (4n + 2) \) hyperbolic systems, respectively. On the other hand, the problem of finding similar coefficients for trigonometric systems remains unsolved (but we conjecture that they do not exist in such simple form).

### 3.5 Bibliographical notes

The basic references for symplectic systems on time scales are [57, 58] and [32, Chapter 7]. The existence of a solution of the initial value problems connected with symplectic system (S) was proven in [57, Corollary 7.12]. The proof of the existence of a conjoined basis completing a given conjoined basis to a normalized pair can the reader find in [32, Lemma 7.29]. The statement of Proposition 3.3 comes from [32, Lemma 7.27]. For the definition of the self-reciprocal systems and transformation mentioned in Remark 3.5 see [58, Definition 4] and [58, Theorem 2], respectively. The statement of Remark 3.39 corresponds to [57, Theorem 10.56].

The results presented in this chapter were published by R. Šimon Hilscher and the author in [100], and their special case (for \( T = \mathbb{Z} \)) by the author in [163].
Chapter 4

WEYL–TITCHMARSH THEORY FOR SYMPLECTIC DYNAMIC SYSTEMS

In this chapter we develop systematically the Weyl–Titchmarsh theory for time scale symplectic systems. As the research in the Weyl–Titchmarsh theory has been very active in the last years, we contribute to this development by presenting a theory which directly generalizes and unifies the results in several recent papers, such as [34, 45, 150, 166], and partly in [6, 38, 40, 43, 44, 106, 112, 122, 138, 142].

It is well known that the second order Sturm–Liouville differential equations

\[-(p(t)x')' + q(t)x = \lambda w(t)x, \quad t \in [a, \infty), \quad (4.1)\]

can be divided into two cases depending on the count of its square-integrable solutions. Namely, in the limit point case there is exactly one (up to a multiplicative constant) square-integrable solution, and in the limit circle case there are two linearly independent square-integrable solutions. This dichotomy was initially investigated (by using a geometrical approach) by Weyl in his paper [160] from 1910. One of the most important contributions in extending this theory was made by Titchmarsh in the series of papers from 1939–1945 (especially in papers [153–155] from 1941), which were summarized in his book [156]. He re-proved Weyl’s results by using an alternative method and established many properties of the fundamental function appearing in this theory, the so-called \( m(\lambda) \)-function. Hence in honor of the pioneers of this theory, it is called the Weyl–Titchmarsh theory. We refer to [22, 67, 158] for an overview of the original contributions to the Weyl–Titchmarsh theory for equation \((4.1)\).

Their results were extended in many ways. First of all, there were weakened conditions put on the coefficients of the differential equation. For an overview of the progress in this way we refer to [67, Section 1]. In addition, Sims discussed in [147] equation \((4.1)\) with \( p(\cdot) \equiv 1, w(\cdot) \equiv 1, \) and he allowed \( q(\cdot) \) to be a complex function. This change gives (surprisingly) a new limit point behavior which does not occur when \( q(\cdot) \) is real-valued, namely, there are two linearly independent square-integrable solutions while the equa-
tion is in the limit point case. Therefore, paper \[147\] started the development of the so-called Titchmarsh–Sims–Weyl theory.

According to \[67\], the investigation of the Weyl–Titchmarsh theory for the second order difference equations

\[
b_{k-1}y_{k-1} + a_k y_k + b_k y_{k+1} = \lambda y_k, \quad k \in \mathbb{N} \setminus \{0\},
\]

where \(a_k \in \mathbb{R}\) and \(b_k > 0\) for all \(k \in \mathbb{N}\), was initiated by Hellinger and Nevanlinna in their independent papers from 1922, see \[84, 124\]. Since then a long time elapsed until the theory of difference equations attracted more attention. Some results concerning their independent papers from 1922, see \[84, 124\]. Since then a long time elapsed until the theory of difference equations attracted more attention. Some results concerning the Weyl–Titchmarsh theory for the second order difference equations can be found, e.g., in \[12, 36, 37, 41, 148\]. In particular, in \[36, 37\] the second order difference equation

\[- \Delta (p_k \Delta x_k) + q_k x_{k+1} = \lambda w_k x_{k+1}, \quad k \in \mathbb{N},
\]

was investigated, where \(p_k, q_k, w_k\) are real and satisfy \(p_k \neq 0\) and \(w_k > 0\). A comprehensive summary of the history of the Weyl–Titchmarsh theory for the second order differential and difference equations can be found in the expository paper \[67\] by Everitt.

Extensions of the Weyl–Titchmarsh theory to more general equations, namely to the linear Hamiltonian differential systems

\[
z'(t) = [\mathcal{H}(t) + \lambda \mathcal{H}_0(t)] z(t), \quad t \in [0, \infty),
\]

where \(\mathcal{H}(\cdot)\) and \(\mathcal{H}_0(\cdot)\) are \(2n \times 2n\) complex-valued Hermitian matrices, was initiated in \[16\] and developed further in \[38, 42, 43, 68, 101–108, 111–114, 119, 133, 137, 141\].

For higher order Sturm–Liouville difference equations and linear Hamiltonian difference systems, such as

\[
\Delta x_k = A_k x_{k+1} + (B_k + \lambda W_k^{[2]} k) u_k, \quad \Delta u_k = (C_k - \lambda W_k^{[1]} k) x_{k+1} - A_k^{*} u_k, \quad k \in [0, \infty), z,
\]

where \(A_k, B_k, C_k, W_k^{[1]}, W_k^{[2]}\) are complex \(n \times n\) matrices such that \(B_k\) and \(C_k\) are Hermitian and \(W_k^{[1]}, W_k^{[2]}\) are Hermitian and nonnegative definite, the Weyl–Titchmarsh theory was studied in \[44, 142, 149\]. Recently, the results for linear Hamiltonian difference systems were generalized in \[34, 45\] to discrete symplectic systems

\[
x_{k+1} = A_k x_k + B_k u_k, \quad u_{k+1} = C_k x_k + D_k u_k + \lambda W_k x_{k+1}, \quad k \in [0, \infty), z, \tag{4.2}
\]

where \(A_k, B_k, C_k, D_k, W_k\) are complex \(n \times n\) matrices such that \(W_k\) is Hermitian and nonnegative definite and the \(2n \times 2n\) transition matrix in \(4.2\) is symplectic.

The classification of second order Sturm–Liouville dynamic equations to be of the limit point or limit circle type is given in \[109, 159, 166\] and we refer to Section 5.3 for more details about this special case.

Another way of generalizing the Weyl–Titchmarsh theory for continuous and discrete Hamiltonian systems was presented in \[6, 150\]. In these references the authors consider the linear Hamiltonian system

\[
\begin{align*}
x^\Delta(t) &= A(t) x^\sigma(t) + [B(t) + \lambda W_2(t)] u(t), \\
u^\Delta(t) &= [C(t) - \lambda W_1(t)] x^\sigma(t) - A^*(t) u(t),
\end{align*}
\]

\(t \in [a, \infty)\) on the so-called Sturmian or general time scales, respectively.
In the present chapter we develop the Weyl–Titchmarsh theory for more general linear dynamic systems, namely the time scale symplectic systems

\[ \begin{align*}
x^\Delta(t) &= A(t) x(t) + B(t) u(t), \\
u^\Delta(t) &= C(t) x(t) + D(t) u(t) - \lambda \mathcal{W}(t) x^\alpha(t),
\end{align*} \]

where \(A, B, C, D, \mathcal{W}\) are complex \(n \times n\) matrix functions on \([a, \infty)_\tau\), \(\mathcal{W}(t)\) is Hermitian and nonnegative definite, \(\lambda \in \mathbb{C}\), and the \(2n \times 2n\) coefficient matrix \(S(t) = \begin{pmatrix} A(t) & B(t) \\ C(t) & D(t) \end{pmatrix}\) in system \((S_\lambda)\) satisfies (3.8) for all \(t \in [a, \infty)_\tau\). The spectral parameter \(\lambda\) appears only in the second equation of system \((S_\lambda)\). This system was introduced in [116] and it naturally unifies the previously mentioned continuous, discrete, and time scale linear Hamiltonian systems (having the spectral parameter in the second equation only) and discrete symplectic systems into one framework. Our main results are the properties of the \(M(\lambda)\) function, the geometric description of the Weyl disks, and characterizations of the limit point and limit circle cases for the time scale symplectic system \((S_\lambda)\). In addition, we give a formula for the \(L^2_{\mathcal{W}}\) solutions of a nonhomogeneous time scale symplectic system in terms of its Green function. These results generalize and unify in particular all the results in [34,45,150,166] and some results from [6,38,40,43,44,106,112,138,142]. The theory of time scale symplectic systems or Hamiltonian systems is a topic with active research in recent years, see, e.g., [4,57,93–95,98,100,116]. This chapter can be regarded not only as a completion of these papers by establishing the Weyl–Titchmarsh theory for time scale symplectic systems, but also as a comparison of the corresponding continuous and discrete time results. The references to particular statements in the literature are displayed throughout the text.

In the next section we present fundamental properties of perturbed time scale symplectic systems with complex coefficients, including the important Lagrange identity (Theorem 4.5) and other formulas involving their solutions. In Section 4.2 we define the time scale \(M(\lambda)\)-function for system \((S_\lambda)\) and establish its basic properties in the case of the regular spectral problem. In Section 4.3 we introduce the Weyl disks and circles for system \((S_\lambda)\) and describe their geometric structure in terms of contractive matrices in \(\mathbb{C}^{n \times n}\). The properties of the limiting Weyl disk and Weyl circle are then studied in Section 4.4, where we also prove that system \((S_\lambda)\) has at least \(n\) linearly independent solutions in the space \(L^2_{\mathcal{W}}\) (see Theorem 4.41). In Section 4.5 we define the system \((S_\lambda)\) to be in the limit point and limit circle case and prove several characterizations of these properties. In the final section we consider the system \((S_\lambda)\) with a nonhomogeneous term. We construct its Green function, discuss its properties, and characterize the \(L^2_{\mathcal{W}}\) solutions of this nonhomogeneous system in terms of the Green function (Theorem 4.55). A certain uniqueness result is also proven for the limit point case.

### 4.1 Perturbed symplectic systems on time scales

Let \(A(\cdot), B(\cdot), C(\cdot), D(\cdot), \mathcal{W}(\cdot)\) be \(n \times n\) piecewise rd-continuous functions on \([a, \infty)_\tau\) such that \(\mathcal{W}(t) \geq 0\) for all \(t \in [a, \infty)_\tau\), i.e., \(\mathcal{W}(t)\) is Hermitian and nonnegative definite, and the coefficient matrix \(S(t)\) satisfy identity (3.8). In this chapter we consider system \((S_\lambda)\) introduced in the introduction of this chapter. This system can be written as

\[ z^\Delta(t, \lambda) = S(t) z(t, \lambda) + \lambda \mathcal{W}(t) z^\alpha(t, \lambda), \quad t \in [a, \infty)_\tau, \]

where we also prove that system \((S_\lambda)\) is Hermitian and nonnegative definite, \(\lambda \in \mathbb{C}\), and the \(2n \times 2n\) coefficient matrix \(S(t) = \begin{pmatrix} A(t) & B(t) \\ C(t) & D(t) \end{pmatrix}\) in system \((S_\lambda)\) satisfies (3.8) for all \(t \in [a, \infty)_\tau\).
where the $2n \times 2n$ matrix $\widetilde{W}(t)$ is defined and has the property
\[
\widetilde{W}(t) := \begin{pmatrix} \mathcal{W}(t) & 0 \\ 0 & 0 \end{pmatrix}, \quad \mathcal{J} \widetilde{W}(t) = \begin{pmatrix} 0 & 0 \\ -\mathcal{W}(t) & 0 \end{pmatrix}.
\] (4.4)

System $(S_\lambda)$ can also be written in the equivalent form
\[
z^\Lambda(t, \lambda) = S(t, \lambda) z(t, \lambda), \quad t \in [a, \infty)_T,
\] (4.5)
where the matrix $S(t, \lambda)$ is defined through the matrices $S(t)$ and $\widetilde{W}(t)$ from (3.7) and (4.4) by
\[
S(t, \lambda) := S(t) + \lambda \mathcal{J} \widetilde{W}(t) [I + \mu(t) S(t)]
\] (4.6)
\[
= \begin{pmatrix} A(t) & B(t) \\ C(t) - \lambda \mathcal{W}(t) [I + \mu(t) A(t)] & D(t) - \lambda \mu(t) \mathcal{W}(t) B(t) \end{pmatrix}.
\]

By using the identity in (3.8), a direct calculation shows that the matrix function $S(\cdot, \cdot)$ satisfies
\[
S^*(t, \lambda) \mathcal{J} + \mathcal{J} S(t, \bar{\lambda}) + \mu(t) S^*(t, \lambda) \mathcal{J} S(t, \bar{\lambda}) = 0, \quad t \in [a, \infty)_T, \quad \lambda \in \mathbb{C}.
\] (4.7)

**Remark 4.1.** The name time scale *symplectic system* and *Hamiltonian system* have been reserved in the literature for the systems of the form $(S)$ and (1.5), respectively. Since for a fixed $\lambda, \nu \in \mathbb{C}$ the matrix $S(t, \lambda)$ from (4.6) satisfies
\[
S^*(t, \lambda) \mathcal{J} + \mathcal{J} S(t, \nu) + \mu(t) S^*(t, \lambda) \mathcal{J} S(t, \nu) = \begin{pmatrix} \bar{\lambda} - \nu \\ \nu \end{pmatrix} [I + \mu(t) S^*(t)] \widetilde{W}(t) [I + \mu(t) S(t)],
\] (4.8)

it follows that the system $(S_\lambda)$ is a true time scale symplectic system according to the above terminology only for $\lambda \in \mathbb{R}$, while strictly speaking $(S_\lambda)$ is not a time scale symplectic system for $\lambda \in \mathbb{C} \setminus \mathbb{R}$. However, since $(S_\lambda)$ is a perturbation of system $(S)$ and since the important properties of time scale symplectic systems needed in the presented Weyl–Titchmarsh theory, such as (4.7) or (4.10), are satisfied in an appropriate modification, we accept with the above understanding the same terminology for the system $(S_\lambda)$ for any $\lambda \in \mathbb{C}$.

Equation (4.7) represents a fundamental identity for the theory of time scale symplectic systems $(S_\lambda)$. Some important properties of the matrix $S(t, \lambda)$ are displayed below. Note that formula (4.9) is a generalization of [57, Equation (10.4)] to complex values of $\lambda$.

**Lemma 4.2.** **Identity (4.7) is equivalent to the identity**
\[
S(t, \bar{\lambda}) \mathcal{J} + \mathcal{J} S^*(t, \lambda) + \mu(t) S(t, \bar{\lambda}) \mathcal{J} S^*(t, \lambda) = 0, \quad t \in [a, \infty)_T, \quad \lambda \in \mathbb{C}.
\] (4.9)

In this case for any $\lambda \in \mathbb{C}$ we have
\[
[I + \mu(t) S^*(t, \lambda)] \mathcal{J} [I + \mu(t) S(t, \bar{\lambda})] = \mathcal{J}, \quad t \in [a, \infty)_T,
\] (4.10)
\[
[I + \mu(t) S(t, \bar{\lambda})] \mathcal{J} [I + \mu(t) S^*(t, \lambda)] = \mathcal{J}, \quad t \in [a, \infty)_T,
\] (4.11)
and the matrices $I + \mu(t) S(t, \lambda)$ and $I + \mu(t) S(t, \bar{\lambda})$ are invertible with
\[
[I + \mu(t) S(t, \lambda)]^{-1} = -\mathcal{J} [I + \mu(t) S^*(t, \bar{\lambda})] \mathcal{J}, \quad t \in [a, \infty)_T.
\] (4.12)
Remark 4.3. Equation (4.12) allows to write system (\$S_\lambda\$) in the equivalent adjoint form

\[
\begin{aligned}
z^\lambda(t, \lambda) = \mathcal{J} S^\ast(t, \lambda) \mathcal{J} z^\sigma(t, \lambda), \quad t \in [a, \infty)_T.
\end{aligned}
\]  

(4.13)

System (4.13) can be found, e.g., in [93, Remark 3.1(iii)] or [98, Equation (7)] in the connection with optimality conditions for variational problems over time scales.

In the following result we show that equation (4.7) guarantees, among other properties, the existence and uniqueness of solutions of the initial value problems associated with (\$S_\lambda\$).

**Theorem 4.4** (Existence and uniqueness theorem). Let \( \lambda \in \mathbb{C} \), \( t_0 \in [a, \infty)_T \), and \( z_0 \in \mathbb{C}^{2n} \) be given. Then the initial value problem (\( S_\lambda \)) with \( z(t_0) = z_0 \) has a unique solution \( z(\cdot, \lambda) \in C^0_{\text{rd}} \) on the interval \([a, \infty)_T\).

**Proof.** The coefficient matrix of system (\( S_\lambda \)), or equivalently of system (4.5), is piecewise rd-continuous on \([a, \infty)_T\). By Lemma 4.2, the matrix \( \mathcal{I} + \mu(t) S(t, \lambda) \) is invertible for all \( t \in [a, \infty)_T \), which proves that the function \( S(\cdot, \lambda) \) is regressive on \([a, \infty)_T\). Hence, the result follows from Remark 2.1.

Next we establish several identities involving solutions of system (\( S_\lambda \)) or solutions of two such systems with different spectral parameters. The first result is the Lagrange identity known in the special cases of continuous time linear Hamiltonian systems in [112, Theorem 4.1] or [43, Equation (2.23)], discrete linear Hamiltonian systems in [44, Equation (2.55)] or [142, Lemma 2.2] discrete symplectic systems in [34, Lemma 2.6] or [45, Lemma 2.3], and time scale linear Hamiltonian systems in [150, Lemma 3.5] and [6, Theorem 2.2].

**Theorem 4.5** (Lagrange identity). Let \( \lambda, \nu \in \mathbb{C} \) and \( m \in \mathbb{N} \) be given. If \( z(\cdot, \lambda) \) and \( z(\cdot, \nu) \) are \( 2n \times m \) solutions of systems (\( S_\lambda \)) and (\( S_\nu \)), respectively, then

\[
\begin{aligned}
[z^\lambda(t, \lambda) \mathcal{J} z(t, \nu)]^\lambda = (\lambda - \nu) z^{\sigma}(t, \lambda) \mathcal{W}(t) z^\sigma(t, \nu), \quad t \in [a, \infty)_T.
\end{aligned}
\]  

(4.14)

**Proof.** Formula (4.14) follows from the time scales product rule (2.3) by using the relation

\[
\begin{aligned}
z^\sigma(t, \lambda) = [\mathcal{I} + \mu(t) S(t, \lambda)] z(t, \lambda)
\end{aligned}
\]  

and identity (4.8).

As direct consequences of Theorem 4.5 we obtain the following.

**Corollary 4.6.** Let \( \lambda, \nu \in \mathbb{C} \) and \( m \in \mathbb{N} \) be given. If \( z(\cdot, \lambda) \) and \( z(\cdot, \nu) \) are \( 2n \times m \) solutions of systems (\( S_\lambda \)) and (\( S_\nu \)), respectively, then for all \( t \in [a, \infty)_T \) we have

\[
\begin{aligned}
z^\lambda(t, \lambda) \mathcal{J} z(t, \nu) = z^\lambda(a, \lambda) \mathcal{J} z(a, \nu) + (\lambda - \nu) \int_a^t z^{\sigma}(s, \lambda) \mathcal{W}(s) z^\sigma(s, \nu) \Delta s.
\end{aligned}
\]
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One can easily see that if \( z(\cdot, \lambda) \) is a solution of system \((S_1)\), then \( z(\cdot, \bar{\lambda}) \) is a solution of system \((S_j)\). Therefore, Theorem 4.5 with \( \nu = \bar{\lambda} \) yields a Wronskian-type property of solutions of \((S_1)\).

**Corollary 4.7.** Let \( \lambda \in \mathbb{C} \) and \( m \in \mathbb{N} \) be given. For any \( 2n \times m \) solution \( z(\cdot, \lambda) \) of system \((S_1)\)

\[
z^*(t, \lambda) \mathcal{J} z(t, \bar{\lambda}) \equiv z^*(a, \lambda) \mathcal{J} z(a, \bar{\lambda}) \quad \text{is constant on } [a, \infty)_\tau.
\]

The following result gives another interesting property of solutions of system \((S_1)\) and \((S_j)\).

**Lemma 4.8.** Let \( \lambda \in \mathbb{C} \) and \( m \in \mathbb{N} \) be given. For any \( 2n \times m \) solutions \( z(\cdot, \lambda) \) and \( \breve{z}(\cdot, \lambda) \) of system \((S_1)\) the \( 2n \times 2n \) matrix function \( K(\cdot, \lambda) \) defined by

\[
K(t, \lambda) := z(t, \lambda) \breve{z}(t, \bar{\lambda}) - \breve{z}(t, \lambda) z^*(t, \bar{\lambda}), \quad t \in [a, \infty)_\tau,
\]

satisfies the dynamic equation

\[
K^q(t, \lambda) = S(t, \lambda) K(t, \lambda) + [\mathcal{I} + \mu(t) S(t, \lambda)] K(t, \lambda) S^*(t, \bar{\lambda}), \quad t \in [a, \infty)_\tau,
\]

and the identities \( K^s(t, \lambda) = -K(t, \bar{\lambda}) \) and

\[
K^q(t, \lambda) = [\mathcal{I} + \mu(t) S(t, \lambda)] K(t, \lambda) [\mathcal{I} + \mu(t) S^*(t, \bar{\lambda})], \quad t \in [a, \infty)_\tau. \tag{4.15}
\]

**Proof.** Having that \( z(\cdot, \lambda) \) and \( \breve{z}(\cdot, \lambda) \) are solutions of system \((S_1)\), it follows that \( z(\cdot, \bar{\lambda}) \) and \( \breve{z}(\cdot, \bar{\lambda}) \) are solutions of system \((S_j)\). The results then follow by direct calculations. ■

**Remark 4.9.** The content of Lemma 4.8 appears to be new both in the continuous and discrete time cases. Moreover, when the matrix function \( K(\cdot, \lambda) \equiv K(\lambda) \) is constant, identity (4.15) yields for any right-scattered \( t \in [a, \infty)_\tau \) that

\[
S(t, \lambda) K(\lambda) + K(\lambda) S^*(t, \bar{\lambda}) + \mu(t) S(t, \lambda) K(\lambda) S^*(t, \bar{\lambda}) = 0. \tag{4.16}
\]

It is interesting to note that this formula is very much like equation (4.9). More precisely, identity (4.9) is a consequence of equation (4.16) for the case of \( K(\lambda) \equiv \mathcal{J} \).

Next we present properties of certain fundamental matrices \( \Psi(\cdot, \lambda) \) of system \((S_1)\), which are generalizations of the corresponding results in [57, Section 10.2] and displayed in (3.9) and (3.10) to complex \( \lambda \). Some of these results can be proven under the weaker condition that the initial value of \( \Psi(a, \lambda) \) does depend on \( \lambda \) and satisfies \( \Psi^*(a, \lambda) \mathcal{J} \Psi(a, \lambda) = \mathcal{J} \). However, these more general results will not be needed in this chapter.

**Lemma 4.10.** Let \( \lambda \in \mathbb{C} \) be fixed. If \( \Psi(\cdot, \lambda) \) is a fundamental matrix of system \((S_1)\) such that \( \Psi(a, \lambda) \) is symplectic and independent of \( \lambda \), then for any \( t \in [a, \infty)_\tau \) we have

\[
\Psi^*(t, \lambda) \mathcal{J} \Psi(t, \bar{\lambda}) = \mathcal{J}, \quad \Psi^{-1}(t, \lambda) = -\mathcal{J} \Psi^*(t, \bar{\lambda}) \mathcal{J}, \quad \Psi(t, \lambda) \mathcal{J} \Psi^*(t, \bar{\lambda}) = \mathcal{J}. \tag{4.17}
\]

**Proof.** Identity (4.17)(i) is a consequence of Corollary 4.7, in which we use the fact that \( \Psi(a, \lambda) \) is symplectic and independent of \( \lambda \). The second identity in (4.17) follows from the first one, while the third identity is obtained from the equation \( \Psi(t, \lambda) \Psi^{-1}(t, \lambda) = \mathcal{I} \). ■
Remark 4.11. If the fundamental matrix $\Psi(\cdot, \lambda) = \begin{pmatrix} Z(\cdot, \lambda) & \tilde{Z}(\cdot, \lambda) \end{pmatrix}$ in Lemma 4.10 is partitioned into two $2n \times n$ blocks, then (4.17)(i) and (4.17)(ii) have respectively the form
\begin{align}
Z^*(t, \lambda) J Z(t, \lambda) &= 0, \quad Z^*(t, \lambda) J \tilde{Z}(t, \lambda) = I, \quad \tilde{Z}^*(t, \lambda) J Z(t, \lambda) = 0, \quad (4.18) \\
Z(t, \lambda) \tilde{Z}^*(t, \lambda) - \tilde{Z}(t, \lambda) Z^*(t, \lambda) &= J. \quad (4.19)
\end{align}
Observe that the matrix on the left-hand side of equation (4.19) represents a constant matrix $K(t, \lambda)$ from Lemma 4.8 and Remark 4.9.

Corollary 4.12. Under the conditions of Lemma 4.10, for any $t \in [a, \infty)_T$, we have
\[
\Psi^a(t, \lambda) J \Psi^*(t, \lambda) = [I + \mu(t) S(t, \lambda)] J,
\]
which in the notation of Remark 4.11 has the form
\[
Z^a(t, \lambda) \tilde{Z}^*(t, \lambda) - \tilde{Z}^a(t, \lambda) Z^*(t, \lambda) = [I + \mu(t) S(t, \lambda)] J.
\]
Proof. Identity (4.20) follows from the equation $\Psi^a(t, \lambda) = [I + \mu(t) S(t, \lambda)] \Psi(t, \lambda)$ by applying formula (4.17)(ii).

4.2 $M(\lambda)$-function for regular spectral problem

In this section we consider the regular spectral problem on the time scale interval $[a, b]$ with some fixed $b \in (a, \infty)_T$. We shall specify the corresponding boundary conditions in terms of complex $n \times 2n$ matrices from the set
\[
\Gamma := \{ \alpha \in \mathbb{C}^{n \times 2n}, \quad \alpha \alpha^* = I, \quad \alpha J \alpha^* = 0 \}.
\]
The two defining conditions for $\alpha \in \mathbb{C}^{n \times 2n}$ in (4.21) imply that the $2n \times 2n$ matrix $(\alpha^* - J \alpha^*)$ is unitary and symplectic. This yields the identity
\[
\begin{pmatrix} \alpha^* & -J \alpha^* \end{pmatrix} \begin{pmatrix} \alpha \\ \alpha J \end{pmatrix} = I \in \mathbb{C}^{2n \times 2n}, \quad \text{i.e.,} \quad \alpha^* \alpha - J \alpha^* \alpha J = I. \quad (4.22)
\]
The last equation also implies, compare with [115, Remark 2.1.2], that
\[
\text{Ker} \alpha = \text{Im} J \alpha^*. \quad (4.23)
\]
Let $\alpha, \beta \in \Gamma$ be fixed and consider the boundary value problem
\[
(S_\lambda), \quad \alpha z(a, \lambda) = 0, \quad \beta z(b, \lambda) = 0. \quad (4.24)
\]
Our first result shows that the boundary conditions in (4.24) are equivalent with the boundary conditions phrased in terms of the images of the $2n \times 2n$ matrices
\[
R_a := \begin{pmatrix} J \alpha^* \\ 0 \end{pmatrix}, \quad R_b := \begin{pmatrix} 0 \\ -J \beta^* \end{pmatrix},
\]
which satisfy $R_a J R_a = 0, R_b J R_b = 0$, and rank $\begin{pmatrix} R_a^* & R_b^* \end{pmatrix} = 2n$.

Lemma 4.13. Let $\alpha, \beta \in \Gamma$ and $\lambda \in \mathbb{C}$ be fixed. A solution $z(\cdot, \lambda)$ of system $(S_\lambda)$ satisfies the boundary conditions in (4.24) if and only if there exists a unique vector $\xi \in \mathbb{C}^{2n}$ such that
\[
z(a, \lambda) = R_a \xi, \quad z(b, \lambda) = R_b \xi. \quad (4.25)
\]
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Proof. Assume that (4.24) holds. Identity (4.23) implies the existence of vectors \( \xi_a, \xi_b \in \mathbb{C}^n \) such that \( z(a, \lambda) = -J \alpha^* \xi_a \) and \( z(b, \lambda) = -J \beta^* \xi_b \). It follows that \( z(\cdot, \lambda) \) satisfies (4.25) with \( \xi := (-\xi_a^*, \xi_b^*)^T \). It remains to prove that \( \xi \) is unique such a vector. If \( z(\cdot, \lambda) \) satisfies (4.25) and also \( z(a, \lambda) = R_a \xi \) and \( z(b, \lambda) = R_b \xi \) for some \( \xi, \zeta \in \mathbb{C}^{2n} \), then \( R_a (\xi - \xi) = 0 \) and \( R_b (\zeta - \xi) = 0 \). Hence, \( J\alpha^* [I \ 0] (\xi - \xi) = 0 \) and \( -J \beta^* [0 \ I] (\xi - \xi) = 0 \). If we multiply the latter two equalities by \( \alpha J \) and \( \beta J \) and use \( \alpha \alpha^* = I = \beta \beta^* \), we obtain \( [I \ 0] (\xi - \xi) = 0 \) and \( [0 \ I] (\xi - \xi) = 0 \), respectively. This yields \( \xi - \xi = 0 \), which shows that the vector \( \xi \) in (4.25) is unique. The opposite direction, i.e., that (4.25) implies (4.24), is trivial. ■

Following the standard terminology, see, e.g., [2,31], a number \( \lambda \in \mathbb{C} \) is an eigenvalue of (4.24) if this boundary value problem has a solution \( z(\cdot, \lambda) \neq 0 \). In this case the function \( z(\cdot, \lambda) \) is called the eigenfunction corresponding to the eigenvalue \( \lambda \) and the dimension of the space of all eigenfunctions corresponding to \( \lambda \) (together with the zero function) is called the geometric multiplicity of \( \lambda \).

Given \( \alpha \in \Gamma \), we will utilize from now on the fundamental matrix \( \Psi(\cdot, \lambda, \alpha) \) of system \((S_\lambda)\) satisfying the initial condition from (4.24), that is,

\[
\Psi^\Delta(t, \lambda, \alpha) = S(t, \lambda) \Psi(t, \lambda, \alpha), \quad t \in [\sigma(\alpha), \rho(b)], \quad \Psi(a, \lambda, \alpha) = \left( \alpha^* - J \alpha^* \right).
\]

Then \( \Psi(\cdot, \lambda, \alpha) \) does not depend on \( \lambda \) and it is symplectic and unitary with the inverse given by \( \Psi^{-1}(\cdot, \lambda, \alpha) = \Psi^*(\cdot, \lambda, \alpha) \). Hence, the properties of fundamental matrices derived earlier in Lemma 4.10, Remark 4.11, and Corollary 4.12 apply for the matrix function \( \Psi(\cdot, \lambda, \alpha) \).

The following assumption will be imposed in this section when studying the regular spectral problem.

**Hypothesis 4.14.** For every \( \lambda \in \mathbb{C} \) we have

\[
\int_a^b \Psi^\sigma(t, \lambda, \alpha) \tilde{W}(t) \Psi^\sigma(t, \lambda, \alpha) \Delta t > 0.
\]

Condition (4.27) can be written in the equivalent form as

\[
\int_a^b z^\sigma(t, \lambda) \tilde{W}(t) z^\sigma(t, \lambda) \Delta t > 0
\]

for every nontrivial solution \( z(\cdot, \lambda) \) of system \((S_\lambda)\). Assumptions (4.27) and (4.28) are equivalent by a simple argument using the uniqueness of solutions of system \((S_\lambda)\). The latter form (4.28) has been widely used in the literature, such as in the continuous time case in [43, Hypothesis 2.2], [107, Equation (1.3)], [102, Equation (2.3)], in the discrete time case in [44, Condition (2.16)], [142, Equation (1.7)], [34, Assumption 2.2], [45, Hypothesis 2.4], and in the time scale Hamiltonian case in [150, Assumption 3] and [6, Condition (3.9)].

Following Remark 4.11, we partition the fundamental matrix \( \Psi(\cdot, \lambda, \alpha) \) as

\[
\Psi(\cdot, \lambda, \alpha) = \left( Z(\cdot, \lambda, \alpha) \tilde{Z}(\cdot, \lambda, \alpha) \right),
\]

where \( Z(\cdot, \lambda, \alpha) \) and \( \tilde{Z}(\cdot, \lambda, \alpha) \) are the \( 2n \times n \) solutions of \((S_\lambda)\) satisfying \( Z(a, \lambda, \alpha) = \alpha^* \) and \( \tilde{Z}(a, \lambda, \alpha) = -J \alpha^* \). With the notation

\[
\Lambda(\lambda, \alpha, \beta) := \Psi(b, \lambda, \alpha) \Psi^*(a, \lambda, \alpha) R_a - R_b = \left( -\tilde{Z}(b, \lambda, \alpha) \ J \beta^* \right)
\]

-38-
we have the classical characterization of the eigenvalues of (4.24), see, e.g., the continuous
time in [135, Chapter 4], the discrete time in [142, Theorem 2.3, Lemma 2.4], [45, Lemma 2.9, Theorem 2.11], and in the time scale case in [2, Lemma 3], [31, Corollary 1].

Proposition 4.15. For \( \alpha, \beta \in \Gamma \) and \( \lambda \in \mathbb{C} \) we have with notation (4.30) the following.

(i) The number \( \lambda \) is an eigenvalue of (4.24) if and only if \( \det \Lambda(\lambda, \alpha, \beta) = 0 \).

(ii) The algebraic multiplicity of the eigenvalue \( \lambda \), i.e., the number \( \det \Lambda(\lambda, \alpha, \beta) \) is equal to the geometric multiplicity of \( \lambda \).

(iii) Under Hypothesis 4.14, the eigenvalues of (4.24) are real and the eigenfunctions corresponding to different eigenvalues are orthogonal with respect to the semi-inner product

\[
\langle z(\cdot, \lambda), z(\cdot, \nu) \rangle_{W, b} := \int_a^b z^* (t, \lambda) \tilde{W}(t) z^*(t, \nu) \Delta t.
\]

The next algebraic characterization of the eigenvalues of (4.24) is more appropriate for the development of the Weyl–Titchmarsh theory for (4.24), since it uses the matrix \( \beta Z(b, \lambda, \alpha) \) which has dimension \( n \) instead of using the matrix \( \Lambda(\lambda, \alpha, \beta) \) which has dimension \( 2n \). Results of this type can be found in special cases of system (4.31) in [43, Lemma 2.5], [112, Theorem 4.1], [44, Lemma 2.8], [142, Lemma 3.1], [34, Lemma 2.5], [150, Theorem 3.4], and [45, Lemma 3.1].

Lemma 4.16. Let \( \alpha, \beta \in \Gamma \) and \( \lambda \in \mathbb{C} \) be fixed. Then \( \lambda \) is an eigenvalue of (4.24) if and only if \( \det \beta \tilde{Z}(b, \lambda, \alpha) = 0 \). In this case the algebraic and geometric multiplicities of \( \lambda \) are equal to \( \det \beta \tilde{Z}(b, \lambda, \alpha) \).

Proof. One can follow the same arguments as in the proof of the corresponding discrete symplectic case in [45, Lemma 3.1]. However, having the result of Proposition 4.15, we can proceed directly by the methods of linear algebra. In this proof we abbreviate \( \Lambda := \Lambda(\lambda, \alpha, \beta) \) and \( \tilde{Z} := \tilde{Z}(b, \lambda, \alpha) \). Assume that \( \Lambda \) is singular, i.e., \(-\tilde{Z}c + \mathcal{J} \beta^* d = 0 \) for some vectors \( c, d \in \mathbb{C}^n \), not both zero. Then \( \tilde{Z}c = \mathcal{J} \beta^* d \), which yields that \( \beta \tilde{Z}c = 0 \). If \( c = 0 \), then \( \mathcal{J} \beta^* d = 0 \), which implies upon the multiplication by \( \beta \mathcal{J} \) from the left that \( d = 0 \). Since not both \( c \) and \( d \) can be zero, it follows that \( c \neq 0 \) and the matrix \( \beta \tilde{Z} \) is singular.

Conversely, if \( \beta \tilde{Z} c = 0 \) for some nonzero vector \( c \in \mathbb{C}^n \), then \( -\tilde{Z} c + \mathcal{J} \beta^* d = 0 \), i.e., \( \Lambda \) is singular, with the vector \( d := -\beta \mathcal{J} \tilde{Z} c \). Indeed, by using identity (4.22) we have \( \mathcal{J} \beta^* d = -\mathcal{J} \beta^* \beta \mathcal{J} \tilde{Z} c = (I - \beta^* \beta) \tilde{Z} c = \tilde{Z} c \). From the above we can also see that the number of linearly independent vectors in \( \text{Ker} \beta \tilde{Z} \) is the same as the number of linearly independent vectors in \( \text{Ker} \Lambda \). Therefore, by Proposition 4.15(ii), the algebraic and geometric multiplicities of \( \lambda \) as an eigenvalue of (4.24) is equal to \( \det \beta \tilde{Z} \).

Since the eigenvalues of (4.24) are real, it follows that the matrix \( \beta \tilde{Z}(b, \lambda, \alpha) \) is invertible for every \( \lambda \in \mathbb{C} \) except of at most \( n \) real numbers. This motivates the definition of the \( M(\lambda) \)-function for the regular spectral problem.

Definition 4.17 (\( M(\lambda) \)-function). Let \( \alpha, \beta \in \Gamma \). Whenever the matrix \( \beta \tilde{Z}(b, \lambda, \alpha) \) is invertible for some value \( \lambda \in \mathbb{C} \), we define the Weyl–Titchmarsh \( M(\lambda) \)-function as the \( n \times n \) matrix

\[
M(\lambda) = M(\lambda, b) = M(\lambda, b, \alpha, \beta) := -\left[\beta \tilde{Z}(b, \lambda, \alpha)\right]^{-1} \beta Z(b, \lambda, \alpha).
\]
The above definition of the \(M(\lambda)\)-function is a generalization of the corresponding definitions for the continuous and discrete linear Hamiltonian and symplectic systems in [43, Definition 2.6], [44, Definition 2.9], [142, Equation (3.10)], [34, p. 2859], [45, Definition 3.2] and time scale linear Hamiltonian systems in [150, Equation (4.1)]. The dependence of the \(M(\lambda)\)-function on \(b\), \(\alpha\), and \(\beta\) will be suppressed in the notation and \(M(\lambda, b)\) or \(M(\lambda, b, \alpha, \beta)\) will be used only in few situations when we emphasize the dependence on \(b\) (such as at the end of Section 4.3) or on \(\alpha\) and \(\beta\) (as in Lemma 4.26). By [99, Corollary 4.5], see also [116, Remark 2.2], the \(M(\lambda)\)-function is an entire function in \(\lambda\). Another important property of the \(M(\lambda)\)-function is established below.

**Lemma 4.18.** Let \(\alpha, \beta \in \Gamma\) and \(\lambda \in \mathbb{C} \setminus \mathbb{R}\). Then

\[
M^*(\lambda) = M(\bar{\lambda}). \tag{4.32}
\]

**Proof.** We abbreviate \(Z(\lambda) := Z(b, \lambda, \alpha)\) and \(\tilde{Z}(\lambda) := \tilde{Z}(b, \lambda, \alpha)\). By using the definition of \(M(\lambda)\) in (4.31) and identity (4.19) we have

\[
M^*(\lambda) - M(\bar{\lambda}) = [\beta \tilde{Z}(\lambda)]^{-1} \beta [Z(\lambda) \tilde{Z}^*(\lambda) - \tilde{Z}(\lambda) Z^*(\lambda)] \beta^* [\beta \tilde{Z}(\lambda)]^{-1}
\]

\[
= [\beta \tilde{Z}(\lambda)]^{-1} \beta J \beta^* [\beta \tilde{Z}(\lambda)]^{-1} = 0,
\]

because \(\beta \in \Gamma\). Hence, equality (4.32) holds true.

The following solution plays an important role in particular in the results concerning the square-integrable solutions of system \((S_o)\).

**Definition 4.19** (Weyl solution). For any matrix \(M \in \mathbb{C}^{n \times n}\) we define the so-called Weyl solution of system \((S_o)\) by

\[
\chi(\cdot, \lambda, \alpha, M) := \Psi(\cdot, \lambda, \alpha) \left(I - M^*\right) = Z(\cdot, \lambda, \alpha) + \tilde{Z}(\cdot, \lambda, \alpha) M, \tag{4.33}
\]

where \(Z(\cdot, \lambda, \alpha)\) and \(\tilde{Z}(\cdot, \lambda, \alpha)\) are defined in (4.29).

The function \(\chi(\cdot, \lambda, \alpha, M)\), being a linear combination of two solutions of system \((S_o)\), is also a solution of this system. Moreover, \(\alpha \chi(\cdot, \lambda, \alpha, M) = I\) and, if \(\beta \tilde{Z}(b, \lambda, \alpha)\) is invertible, then \(\beta \chi(\cdot, \lambda, \alpha, M) = \beta \tilde{Z}(b, \lambda, \alpha) [M - M(\lambda)]\). Consequently, if we take \(M := M(\lambda)\) in Definition 4.19, then \(\beta \chi(\cdot, \lambda, \alpha, M(\lambda)) = 0\), i.e., the Weyl solution \(\chi(\cdot, \lambda, \alpha, M(\lambda))\) satisfies the right endpoint boundary condition in (4.24).

Following the corresponding notions in [43, Equation (2.18)], [44, Equation (2.51)], [142, p. 471], [34, p. 2859], [45, Equation (3.13)], and [150, Equation (4.2)], we define the Hermitian \(n \times n\) matrix function \(E(M)\) for system \((S_o)\).

**Definition 4.20.** For a fixed \(\alpha \in \Gamma\) and \(\lambda \in \mathbb{C} \setminus \mathbb{R}\) we define the matrix function

\[
E : \mathbb{C}^{n \times n} \to \mathbb{C}^{n \times n}, \quad E(M) = E(M, b) := i \delta(\lambda) \chi^*(b, \lambda, \alpha, M) J \chi(b, \lambda, \alpha, M),
\]

where \(\delta(\lambda) := \text{sgn}(\text{Im}(\lambda))\).

For brevity we suppress the dependence of the function \(E(\cdot)\) on \(b\) and \(\lambda\). In few cases we will need \(E(M)\) depending on \(b\) (as in Theorem 4.28 and Definition 4.36) and in such situations we will use the notation \(E(M, b)\). Since \((iJ)^* = iJ\), it follows that \(E(M)\) is a Hermitian matrix for any \(M \in \mathbb{C}^{n \times n}\). Moreover, from Corollary 4.6 we obtain

\[
E(M) = -2 \delta(\lambda) \text{Im}(M) + 2 |\text{Im}(\lambda)| \int_a^b \chi^*(\sigma(t, \lambda, \alpha, M) \tilde{W}(t) \chi(t, \lambda, \alpha, M) \Delta t, \tag{4.34}
\]
where we used the fact

$$\mathcal{X}(a, \lambda, \alpha, M) \mathcal{J} \mathcal{X}(a, \lambda, \alpha, M) = M - M^* = 2i \left|\text{Im}(M)\right|. \quad (4.35)$$

Next we define the Weyl disk and Weyl circle for the regular spectral problem. The geometric characterizations of the Weyl disk and Weyl circle in terms of the contractive or unitary matrices which justify the terminology "disk" or "circle" will be presented in Section 4.3.

**Definition 4.21** (Weyl disk and Weyl circle). For a fixed $\alpha \in \Gamma$ and $\lambda \in \mathbb{C} \setminus \mathbb{R}$ the set

$$D(\lambda) = D(\lambda, b) := \{ M \in \mathbb{C}^{n \times n}, \mathcal{E}(M) \leq 0 \}$$

is called the **Weyl disk** and the set

$$C(\lambda) = C(\lambda, b) := \partial D(\lambda) = \{ M \in \mathbb{C}^{n \times n}, \mathcal{E}(M) = 0 \}$$

is called the **Weyl circle**.

The dependence of the Weyl disk and Weyl circle on $b$ will be again suppressed. In the following result we show that the Weyl circle consists of precisely those matrices $M(\lambda)$ with $\beta \in \Gamma$. This result generalizes the corresponding statements in [43, Lemma 2.8], [44, Lemma 2.13], [142, Lemma 3.3], [34, Theorem 3.1], [45, Theorem 3.6], and [150, Theorem 4.2].

**Theorem 4.22.** Let $\alpha \in \Gamma$, $\lambda \in \mathbb{C} \setminus \mathbb{R}$, and $M \in \mathbb{C}^{n \times n}$. The matrix $M$ belongs to the Weyl circle $C(\lambda)$ if and only if there exists $\beta \in \Gamma$ such that $\beta \mathcal{X}(b, \lambda, \alpha, M) = 0$. In this case and under Hypothesis 4.14, we have with such a matrix $\beta$ that $M = M(\lambda)$ as defined in (4.31).

**Proof.** Assume that $M \in C(\lambda)$, i.e., $\mathcal{E}(M) = 0$. Then with the vector

$$\beta := \mathcal{X}^*(b) \mathcal{J} = (I \quad M^*) \Psi^*(b, \lambda, \alpha) \mathcal{J} \in \mathbb{C}^{n \times 2n},$$

where $\mathcal{X}(b)$ denotes $\mathcal{X}(b, \lambda, \alpha, M)$, we have

$$\beta \mathcal{X}(b) = \mathcal{X}^*(b) \mathcal{J} \mathcal{X}(b) = [1/[i \delta(\lambda)]]) \mathcal{E}(M) = 0. \quad (4.36)$$

Moreover, rank $\beta = n$, because the matrices $\Psi^*(b, \lambda, \alpha)$ and $\mathcal{J}$ are invertible and it holds rank $(I \quad M^*) = n$. In addition, the identity $\mathcal{J}^* = \mathcal{J}^{-1}$ yields

$$\beta \mathcal{J} \beta^* = \mathcal{X}^*(b) \mathcal{J} \mathcal{X}(b) = 0. \quad (4.37)$$

Now, if the condition $\beta \beta^* = I$ is not satisfied, then we replace $\beta$ by $\tilde{\beta} := (\beta \beta^*)^{-1/2} \beta$ (note that $\beta \beta^* > 0$, so that $(\beta \beta^*)^{-1/2}$ is well defined) and in this case

$$\tilde{\beta} \mathcal{X}(b) = (\beta \beta^*)^{-1/2} \beta \mathcal{X}(b) = 0,$$

$$\tilde{\beta} \mathcal{J} \beta^* = (\beta \beta^*)^{-1/2} \beta \mathcal{J} \beta^* (\beta \beta^*)^{-1/2} = \mathcal{J} \beta^* (\beta \beta^*)^{-1/2} = 0.$$

Conversely, suppose that for a given $M \in \mathbb{C}^{n \times n}$ there exists $\beta \in \Gamma$ such that $\beta \mathcal{X}(b) = 0$. Then from (4.23) it follows that $\mathcal{X}(b) = \mathcal{J} \beta^* P$ for the matrix $P := \beta \mathcal{X}(b) \in \mathbb{C}^{n \times n}$. Hence,

$$\mathcal{E}(M) = i \delta(\lambda) P^* \beta \mathcal{J} \beta^* P = i \delta(\lambda) P^* \beta \mathcal{J} \beta^* P = 0,$$

as desired.
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i.e., $M \in C(\lambda)$. Finally, since $\lambda \in \mathbb{C} \setminus \mathbb{R}$, then by Proposition 4.15(iii) the number $\lambda$ is not an eigenvalue of (4.24), which by Lemma 4.16 shows that the matrix $\beta \tilde{Z}(b, \lambda, \alpha)$ is invertible. The definition of the Weyl solution in (4.33) then yields

$$\beta Z(b, \lambda, \alpha) + \beta \tilde{Z}(b, \lambda, \alpha) M = \beta \chi(b, \lambda, \alpha, M) = 0,$$

which implies that $M = -[\beta \tilde{Z}(b, \lambda, \alpha)]^{-1} \beta Z(b, \lambda, \alpha) = M(\lambda)$.

**Remark 4.23.** (i) The matrix $P := -\beta J \chi(b, \lambda, \alpha, M) \in \mathbb{C}^{n \times n}$ from the proof of Theorem 4.22 is invertible. This fact was not needed in that proof. However, we show that $P$ is invertible because this argument will be used in the proof of Lemma 4.26 below. First we prove that $\ker P = \ker \chi(b, \lambda, \alpha, M)$. For if $Pd = 0$ for some $d \in \mathbb{C}^n$, then from identity (4.22) we get $\chi(b, \lambda, \alpha, M) d = (I - \beta^* \beta) \chi(b, \lambda, \alpha, M) d = \beta \beta^* P d = 0$. Therefore, $\ker P \subseteq \ker \chi(b, \lambda, \alpha, M)$. The opposite inclusion follows by the definition of $P$. And since, by (4.33), $\operatorname{rank} \chi(b, \lambda, \alpha, M) = \operatorname{rank} (I - M^*)^* = n$, it follows that $\ker \chi(b, \lambda, \alpha, M) = \{0\}$. Hence, $\ker P = \{0\}$ as well, i.e., the matrix $P$ is invertible.

(ii) For the proof of Theorem 4.24 below we need to recall the fact that if the matrix $\operatorname{Im}(M)$ is positive or negative definite, then the matrix $M$ is necessarily invertible. The proof of this fact can be found, e.g., in [45, Remark 2.6].

The next result contains a characterization of the matrices $M \in \mathbb{C}^{n \times n}$ which lie "inside" the Weyl disk $D(\lambda)$. In the previous result (Theorem 4.22) we have characterized the elements of the boundary of the Weyl disk $D(\lambda)$, i.e., the elements of the Weyl circle $C(\lambda)$, in terms of the matrices $\beta \in \Gamma$. For such $\beta$ we have $\beta J \beta^* = 0$, which yields $i \delta(\lambda) \beta J \beta^* = 0$. Comparing with that statement we now utilize the matrices $\beta \in \mathbb{C}^{n \times 2n}$ which satisfy $i \delta(\lambda) \beta J \beta^* > 0$. In the special cases of the discrete and continuous time this result can be found in [44, Lemma 2.18], [45, Theorem 3.13] and [43, Lemma 2.13].

**Theorem 4.24.** Let $\alpha \in \Gamma$, $\lambda \in \mathbb{C} \setminus \mathbb{R}$, and $M \in \mathbb{C}^{n \times n}$. The matrix $M$ satisfies $\mathcal{E}(M) < 0$ if and only if there exists $\beta \in \mathbb{C}^{n \times 2n}$ such that $i \delta(\lambda) \beta J \beta^* > 0$ and $\beta \chi(b, \lambda, \alpha, M) = 0$. In this case and under Hypothesis 4.14, we have with such a matrix $\beta$ that $M = M(\lambda)$ as defined in (4.31) and $\beta$ may be chosen so that $\beta \beta^* = I$.

**Proof.** For $M \in \mathbb{C}^{n \times n}$ consider on $[a, b]$, the Weyl solution

$$\chi(\cdot) := \chi(\cdot, \lambda, \alpha, M) = \begin{pmatrix} X_1(\cdot) \\ X_2(\cdot) \end{pmatrix}$$

with $n \times n$ blocks $X_1(\cdot)$ and $X_2(\cdot)$. Suppose first that $\mathcal{E}(M) < 0$. Then the matrices $X_j(b)$, $j \in \{1, 2\}$, are invertible. Indeed, if one of them is singular, then there exists a nonzero vector $v \in \mathbb{C}^n$ such that $X_1(b) v = 0$ or $X_2(b) v = 0$. Then we get

$$v^* \mathcal{E}(M) v = i \delta(\lambda) v^* \chi^*(b) J \chi(b) v = i \delta(\lambda) v^*[X_1^*(b) X_2(b) - X_2^*(b) X_1(b)] v = 0,$$

which contradicts $\mathcal{E}(M) < 0$. Now we set $\beta_1 := I, \beta_2 := -X_1(b) X_2^{-1}(b)$, and $\beta := \{\beta_1, \beta_2\}$. Then for this $2n \times n$ matrix $\beta$ we have $\beta \chi(b) = 0$ and, by a similar calculation as in (4.40),

$$\mathcal{E}(M) = i \delta(\lambda) \chi^*(b) J \chi(b) = i \delta(\lambda) X_2^*(b) (\beta_2 \beta_1 - \beta_1 \beta_2) X_2(b) = 2 \delta(\lambda) X_2^2(b) \operatorname{Im}(\beta_1 \beta_2^*) X_2(b) = -i \delta(\lambda) X_2^2(b) \beta J \beta^* X_2(b),$$

which completes the proof.
where we used the equality $\beta J \beta^* = 2i \text{Im}(\beta_1 \beta_2^*)$. Since $\mathcal{E}(M) < 0$ and $X_2(b)$ is invertible, it follows that $i \delta(\lambda) \beta J \lambda^* > 0$. Conversely, assume that for a given matrix $M \in \mathbb{C}^{n \times n}$ there is $\beta = (\beta_1, \beta_2) \in \mathbb{C}^{n \times 2\mathbb{N}}$ satisfying $i \delta(\lambda) \beta J \beta^* > 0$ and $\beta \lambda(x) = 0$. Condition $i \delta(\lambda) \beta J \beta^* > 0$ is equivalent to $\text{Im}(\beta_1 \beta_2^*) < 0$ when $\lambda(x) > 0$ and to $\text{Im}(\beta_1 \beta_2^*) > 0$ when $\lambda(x) < 0$. The positive or negative definiteness of $\text{Im}(\beta_1 \beta_2^*)$ implies the invertibility of $\beta_1$ and $\beta_2$, see Remark 4.23(ii). Therefore, from the equality $\beta_1 X_1(b) + \beta_2 X_2(b) = \beta \lambda(x) = 0$ we obtain $X_1(b) = - \beta_1^{-1} \beta_2 X_2(b)$, and so it holds

$$
\mathcal{E}(M) = i \delta(\lambda) [\lambda_1^*(b) X_2(b) - X_3^*(b) X_1(b)] = i \delta(\lambda) X_2^*(b) \beta_1^{-1} (\beta_2 \beta_1^* - \beta_1 \beta_2^*) \beta_1^{-1} X_2(b)
$$

(4.41)

The matrix $X_2(b)$ is invertible, because if $X_2(b) d = 0$ for some nonzero vector $d \in \mathbb{C}^n$, then $X_1(b) d = - \beta_1^{-1} \beta_2 X_2(b) d = 0$, showing that rank $\lambda(x) = n$ which we have from the definition of the Weyl solution $\lambda(.)$ in (4.33). Consequently, equation (4.41) yields through $i \delta(\lambda) \beta J \beta^* > 0$ that $\mathcal{E}(M) < 0$.

If the matrix $\beta$ does not satisfy $\beta \beta^* = I$, then we modify it according to the procedure described in the proof of Theorem 4.22. Finally, since $\lambda \in \mathbb{C} \setminus \mathbb{R}$, we get from Proposition 4.15(iii) and Lemma 4.16 that the matrix $\beta Z(b, \lambda, \alpha)$ is invertible which in turn implies through the calculation in (4.38) that $M = -[\beta \hat{Z}(b, \lambda, \alpha)]^{-1} \beta Z(b, \lambda, \alpha) = M(\lambda)$.

In the following lemma we derive some additional properties of the Weyl disk and the $M(\lambda)$-function. Special cases of this statement can be found in [43, Lemma 2.9], [113, Theorem 3.1], [44, Lemma 2.14], [142, Lemma 3.2(ii)], [34, Theorem 3.7], [45, Lemma 3.7], and [150, Theorem 4.13].

**Theorem 4.25.** Let $\alpha \in \Gamma$ and $\lambda \in \mathbb{C} \setminus \mathbb{R}$. For any matrix $M \in D(\lambda)$ we have

$$
\delta(\lambda) \text{Im}(M) \geq |\lambda(\lambda)| \int_a^b X_1^*(t, \lambda, \alpha, M) \hat{W}(t) X_1(t, \lambda, \alpha, M) \Delta t \geq 0.
$$

(4.42)

In addition, under Hypothesis 4.14 we have $\delta(\lambda) \text{Im}(M) > 0$.

**Proof.** By identity (4.34), for any matrix $M \in D(\lambda)$ we have

$$
2 \delta(\lambda) \text{Im}(M) = -\mathcal{E}(M) + 2 |\lambda(\lambda)| \int_a^b X_1^*(t, \lambda, \alpha, M) \hat{W}(t) X_1(t, \lambda, \alpha, M) \Delta t
$$

$$
\geq 2 |\lambda(\lambda)| \int_a^b X_1^*(t, \lambda, \alpha, M) \hat{W}(t) X_1(t, \lambda, \alpha, M) \Delta t,
$$

which yields together with $\hat{W}(t) \geq 0$ on $[a, b]$, the inequalities in (4.42). The last assertion in Theorem 4.25 is a simple consequence of Hypothesis 4.14.

In the last part of this section we wish to study the effect of changing $\alpha$, which is one of the parameters of the $M(\lambda)$-function and the Weyl solution $\lambda(\lambda, \alpha, M)$, when $\alpha$ varies within the set $\Gamma$. For this purpose we shall use the $M(\lambda)$-function with all its arguments in the two statements below.

**Lemma 4.26.** Let $\alpha, \beta, \gamma \in \Gamma$ and $\lambda \in \mathbb{C} \setminus \mathbb{R}$. Then

$$
M(\lambda, b, \alpha, \beta) = [\alpha \mathcal{J} \gamma^* + \alpha \gamma^* M(\lambda, b, \gamma, \beta)] [\alpha \gamma^* - \alpha \mathcal{J} \gamma^* M(\lambda, b, \gamma, \beta)]^{-1}.
$$

(4.43)
Proof. Let \( M(b, \lambda, \alpha, \beta) \) and \( M(b, \lambda, \gamma, \beta) \) be given via (4.31) and consider the Weyl solutions
\[
X_\alpha(\cdot) := X(\cdot, \lambda, M(b, \lambda, \alpha, \beta)) \quad \text{and} \quad X_\gamma(\cdot) := X(\cdot, \lambda, M(b, \lambda, \gamma, \beta))
\]
defined by (4.33) with \( M = M(b, \lambda, \alpha, \beta) \) and \( M = M(b, \lambda, \gamma, \beta) \), respectively. First we prove that the two Weyl solutions \( X_\alpha(\cdot) \) and \( X_\gamma(\cdot) \) differ by a constant nonsingular multiple. By definition, \( X_\alpha(b) = 0 \) and \( X_\gamma(b) = 0 \), which implies through (4.23) that \( X_\alpha(b) = \mathcal{J}\beta^*P_\alpha \) and \( X_\gamma(b) = \mathcal{J}\beta^*P_\gamma \) for some matrices \( P_\alpha, P_\gamma \in \mathbb{C}^{n \times n} \), which are invertible by Remark 4.23(i), i.e., it holds \( X_\alpha(b) P_\alpha^{-1} = \mathcal{J}\beta^* = X_\gamma(b) P_\gamma^{-1} \). Consequently, \( X_\alpha(b) = X_\gamma(b) P \), where \( P := P_\gamma^{-1}P_\alpha \). By the uniqueness of solutions of system \((S_\lambda)\), see Theorem 4.4, we obtain that \( X_\alpha(\cdot) = X_\gamma(\cdot) \) on \([a, b]\). Upon the evaluation at \( t = a \) we get
\[
\Psi(a, \lambda, \alpha) \left( \begin{array}{c} \mathcal{I} \\ M(\lambda, b, \alpha, \beta) \end{array} \right) = \Psi(a, \lambda, \gamma) \left( \begin{array}{c} \mathcal{I} \\ M(\lambda, b, \gamma, \beta) \end{array} \right) P.
\]
(4.44)
Since the matrices \( \Psi(a, \lambda, \alpha) = (\alpha^* - \mathcal{J}\alpha^*) \) and \( \Psi(a, \lambda, \gamma) = (\gamma^* - \mathcal{J}\gamma^*) \) are unitary, it follows from (4.44) that
\[
\left( \begin{array}{c} \mathcal{I} \\ M(\lambda, b, \alpha, \beta) \end{array} \right) = \left( \begin{array}{c} \alpha \\ \alpha \mathcal{J} \end{array} \right) (\gamma^* - \mathcal{J}\gamma^*) \left( \begin{array}{c} \mathcal{I} \\ M(\lambda, b, \gamma, \beta) \end{array} \right) P
\]
\[
= \left( \begin{array}{c} \alpha \gamma^* - \alpha \mathcal{J}\gamma^* M(\lambda, b, \gamma, \beta) \\ \alpha \mathcal{J}\gamma^* + \alpha \gamma^* M(\lambda, b, \gamma, \beta) \end{array} \right) P.
\]
The first row above yields that \( P = [\alpha \gamma^* - \alpha \mathcal{J}\gamma^* M(\lambda, b, \gamma, \beta)]^{-1} \), while the second row is then written as identity (4.43).

Corollary 4.27. Let \( \alpha, \beta, \gamma \in \Gamma \) and \( \lambda \in \mathbb{C} \setminus \mathbb{R} \). With notation (4.33) and (4.31) we have
\[
X(\cdot, \lambda, M(\lambda, b, \alpha, \beta)) = X(\cdot, \lambda, M(\lambda, b, \gamma, \beta))[\alpha \gamma^* - \alpha \mathcal{J}\gamma^* M(\lambda, b, \gamma, \beta)]^{-1}.
\]
Proof. The above identity follows from (4.44) and the formula for the matrix \( P \) from the end of the proof of Lemma 4.26.

4.3 Geometric properties of Weyl disks

In this section we study the geometric properties of the Weyl disks as the point \( b \) moves through the interval \([a, \infty)\). Our first result shows that the Weyl disks \( D(\lambda, b) \) are nested. This statement generalizes the results in [112, Theorem 4.5], [127, Section 3.2.1], [44, Equation (2.70)], [142, Theorem 3.1], [150, Theorem 4.4] and [6, Theorem 3.3(i)].

Theorem 4.28 (Nesting property of Weyl disks). Let \( \alpha \in \Gamma \) and \( \lambda \in \mathbb{C} \setminus \mathbb{R} \). Then
\[
D(\lambda, b_2) \subseteq D(\lambda, b_1) \quad \text{for every} \quad b_1, b_2 \in [a, \infty), \quad b_1 < b_2.
\]
Proof. Let \( b_1, b_2 \in [a, \infty) \) with \( b_1 < b_2 \) and take \( M \in D(\lambda, b_2) \), i.e., \( \mathcal{E}(M, b_2) \leq 0 \). From identity (4.34) with \( b = b_1 \) and later with \( b = b_2 \) and by using \( \mathcal{W}(\cdot) \geq 0 \) we have
\[
\mathcal{E}(M, b_1) \overset{(4.34)}{=} -2 \delta(\lambda) \operatorname{Im}(M) + 2 |\operatorname{Im}(\lambda)| \int_a^{b_1} X^{\alpha^*}(t, \lambda, \alpha, M) \widetilde{\mathcal{W}}(t) X^{\alpha}(t, \lambda, \alpha, M) \Delta t \\
\leq -2 \delta(\lambda) \operatorname{Im}(M) + 2 |\operatorname{Im}(\lambda)| \int_a^{b_2} X^{\alpha^*}(t, \lambda, \alpha, M) \widetilde{\mathcal{W}}(t) X^{\alpha}(t, \lambda, \alpha, M) \Delta t \\
\overset{(4.34)}{=} \mathcal{E}(M, b_2) \leq 0.
\]
Therefore, by Definition 4.21, the matrix \( M \) belongs to \( D(\lambda, b_1) \), which shows the result.

---
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Similarly for the regular case (Hypothesis 4.14) we now introduce the following assumption.

**Hypothesis 4.29.** There exists $b_0 \in (a, \infty)_\tau$ such that Hypothesis 4.14 is satisfied with $b = b_0$. That is, inequality (4.27) holds with $b = b_0$ for every $\lambda \in \mathbb{C}$.

From Hypothesis 4.29 it follows by $\tilde{W}(t) \geq 0$ that inequality (4.27) holds for every $b \in [b_0, \infty)_\tau$. For the study of the geometric properties of Weyl disks we shall use the following representation

$$
\mathcal{E}(M, b) = i \delta(\lambda) \mathcal{L}^*(b, \lambda, \alpha, M) \mathcal{J}(b, \lambda, \alpha, M) = 
\begin{pmatrix}
I & M^* \\
F(b, \lambda, \alpha) & G(b, \lambda, \alpha) \\
H(b, \lambda, \alpha)
\end{pmatrix}
\begin{pmatrix}
I \\
M
\end{pmatrix}
$$

of the matrix $\mathcal{E}(M, b)$, where we define on $[a, \infty)_\tau$ the $n \times n$ matrices

$$
\begin{align*}
F(\cdot, \lambda, \alpha) &:= i \delta(\lambda) \tilde{Z}^*(\cdot, \lambda, \alpha) \mathcal{J}Z(\cdot, \lambda, \alpha), \\
G(\cdot, \lambda, \alpha) &:= i \delta(\lambda) \tilde{Z}^*(\cdot, \lambda, \alpha) \mathcal{J}Z(\cdot, \lambda, \alpha), \\
H(\cdot, \lambda, \alpha) &:= i \delta(\lambda) \tilde{Z}^*(\cdot, \lambda, \alpha) \mathcal{J}Z(\cdot, \lambda, \alpha).
\end{align*}
$$

Since $\mathcal{E}(M, b)$ is Hermitian, it follows that $F(\cdot, \lambda, \alpha)$ and $H(\cdot, \lambda, \alpha)$ are also Hermitian. Moreover, by (4.26) we have $\mathcal{H}(a, \lambda, \alpha) = 0$. In addition, if $b \in [b_0, \infty)_\tau$, then Corollary 4.7 and Hypothesis 4.29 yield for any $\lambda \in \mathbb{C} \setminus \mathbb{R}$

$$
\mathcal{H}(b, \lambda, \alpha) = 2 \left| \text{Im}(\lambda) \right| \int_a^b \tilde{Z}^*(t, \lambda, \alpha) \tilde{W}(t) \tilde{Z}^*(t, \lambda, \alpha) \, dt > 0. \quad (4.46)
$$

Therefore, $\mathcal{H}(b, \lambda, \alpha)$ is invertible (positive definite) for all $b \in [b_0, \infty)_\tau$ and monotone non-decreasing as $b \to \infty$, with a consequence that $\mathcal{H}^{-1}(b, \lambda, \alpha)$ is monotone nonincreasing as $b \to \infty$. The following factorization of $\mathcal{E}(M, b)$ holds true, see also [45, Equation (4.11)].

**Lemma 4.30.** Let $\alpha \in \Gamma$ and $\lambda \in \mathbb{C} \setminus \mathbb{R}$. By using the notation in (4.45), for any $M \in \mathbb{C}^{n \times n}$ and $b \in [a, \infty)_\tau$ we have

$$
\mathcal{E}(M, b) = F(b, \lambda, \alpha) - G^*(b, \lambda, \alpha) \mathcal{H}^{-1}(b, \lambda, \alpha) G(b, \lambda, \alpha) + [G^*(b, \lambda, \alpha) \mathcal{H}^{-1}(b, \lambda, \alpha) + M^*] \mathcal{H}(b, \lambda, \alpha) \mathcal{H}^{-1}(b, \lambda, \alpha) G(b, \lambda, \alpha) + M,
$$

whenever the matrix $\mathcal{H}(b, \lambda, \alpha)$ is invertible.

**Proof.** The result is shown by a direct calculation. ■

The following identity is a generalization of its corresponding versions published in [112, Lemma 4.3], [34, Lemma 3.3], [142, Proposition 3.2], [45, Lemma 4.2], [150, Lemma 4.6], and [6, Theorem 5.6].

**Lemma 4.31.** Let $\alpha \in \Gamma$ and $\lambda \in \mathbb{C} \setminus \mathbb{R}$. By using the notation in (4.45), for any $b \in [a, \infty)_\tau$ we have

$$
G^*(b, \lambda, \alpha) \mathcal{H}^{-1}(b, \lambda, \alpha) G(b, \lambda, \alpha) - F(b, \lambda, \alpha) = \mathcal{H}^{-1}(b, \lambda, \alpha), \quad (4.47)
$$

whenever the matrices $\mathcal{H}(b, \lambda, \alpha)$ and $\mathcal{H}(b, \lambda, \alpha)$ are invertible.
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Proof. In order to simplify and abbreviate the notation we introduce the matrices

\[
\begin{align*}
\mathcal{F} & := \mathcal{F}(b, \lambda, \alpha), \quad \mathcal{G} := \mathcal{G}(b, \lambda, \alpha), \quad \mathcal{H} := \mathcal{H}(b, \lambda, \alpha), \\
\widetilde{\mathcal{F}} & := \mathcal{F}(b, \tilde{\lambda}, \alpha), \quad \widetilde{\mathcal{G}} := \mathcal{G}(b, \tilde{\lambda}, \alpha), \quad \widetilde{\mathcal{H}} := \mathcal{H}(b, \tilde{\lambda}, \alpha),
\end{align*}
\]

and use the notation \( Z(\lambda) \) and \( \tilde{Z}(\lambda) \) for \( Z(b, \lambda, \alpha) \) and \( \tilde{Z}(b, \lambda, \alpha) \), respectively. Then, since \( \mathcal{F}^* = \mathcal{F} \) and \( \delta(\lambda) \delta(\tilde{\lambda}) = -1 \), we get the identities

\[
\begin{align*}
\mathcal{G}^* \widetilde{\mathcal{F}} - \mathcal{F}^* \mathcal{G} & = Z(\lambda) \mathcal{J} \left[ \tilde{Z}(\lambda) Z^*(\tilde{\lambda}) - Z(\lambda) \tilde{Z}^*(\lambda) \right] \mathcal{J} \tilde{Z}(\lambda) = Z(\lambda) \mathcal{J} \tilde{Z}(\lambda) = 0, \\
\mathcal{H} \mathcal{G}^* - \mathcal{G} \mathcal{H}^* & = \tilde{Z}(\lambda) Z^*(\lambda) - Z(\lambda) \tilde{Z}(\lambda) = \tilde{Z}(\lambda) Z^*(\lambda) = 0, \\
\mathcal{G} \tilde{\mathcal{G}} - \mathcal{H} \tilde{\mathcal{F}} & = Z^*(\lambda) \mathcal{J} \left[ \tilde{Z}(\lambda) Z^*(\tilde{\lambda}) - \tilde{Z}(\lambda) Z^*(\lambda) \right] \mathcal{J} \tilde{Z}(\lambda) = -\tilde{Z}(\lambda) Z^*(\lambda) = I, \\
\mathcal{G}^* \tilde{\mathcal{G}} - \mathcal{F} \tilde{\mathcal{H}} & = Z^*(\lambda) \mathcal{J} \tilde{Z}(\lambda) = Z^*(\lambda) \mathcal{J} \tilde{Z}(\lambda) = I.
\end{align*}
\]

Hence, by using that \( \tilde{\mathcal{H}} \) is Hermitian we see that

\[
\tilde{\mathcal{H}}^{-1} = \mathcal{G}^* \tilde{\mathcal{G}}^{-1} - \mathcal{F} = \mathcal{G}^* \tilde{\mathcal{H}}^{-1} - \mathcal{F} = \mathcal{G}^* \mathcal{H}^{-1} - \mathcal{F},
\]

which proves identity (4.47).

Corollary 4.32. Let \( \alpha \in \Gamma \) and \( \lambda \in \mathbb{C} \setminus \mathbb{R} \). Under Hypothesis 4.29, the matrix \( \mathcal{H}(b, \lambda, \alpha) \) is invertible for every \( b \in [b_0, \infty)_\tau \) and for these values of \( b \) we have

\[
\mathcal{G}^*(b, \lambda, \alpha) \mathcal{H}^{-1}(b, \lambda, \alpha) \mathcal{G}(b, \lambda, \alpha) - \mathcal{F}(b, \lambda, \alpha) > 0. \tag{4.53}
\]

Proof. Since \( b \in [b_0, \infty)_\tau \), then identity (4.46) yields that \( \mathcal{H}(b, \lambda, \alpha) > 0 \) and \( \mathcal{H}(b, \tilde{\lambda}, \alpha) > 0 \). Consequently, inequality (4.53) follows from equation (4.47) of Lemma 4.31.

In the next result we justify the terminology for the sets \( D(\lambda, b) \) and \( C(\lambda, b) \) in Definition 4.21 to be called a “disk” and a “circle”. It is a generalization of [142, Theorem 3.1] [45, Theorem 5.4], [6, Theorem 3.3(iii)], see also [127, Theorem 3.5], [102, pp. 70–71], [43, p. 3485], [142, Proposition 3.3], [34, Theorem 3.3], [150, Theorem 4.8]. Consider the sets \( \mathcal{V} \) and \( \mathcal{U} \) of contractive and unitary matrices in \( \mathbb{C}^{n \times n} \), respectively, i.e.,

\[
\mathcal{V} := \{ V \in \mathbb{C}^{n \times n}, \ V^* V \leq I \}, \quad \mathcal{U} := \partial \mathcal{V} = \{ U \in \mathbb{C}^{n \times n}, \ U^* U = I \}. \tag{4.54}
\]

The set \( \mathcal{V} \) is known to be closed (in fact compact, since \( \mathcal{V} \) is bounded) and convex.

Theorem 4.33. Let \( \alpha \in \Gamma \) and \( \lambda \in \mathbb{C} \setminus \mathbb{R} \). Under Hypothesis 4.29, for every \( b \in [b_0, \infty)_\tau \) the Weyl disk and Weyl circle have the representations

\[
\begin{align*}
D(\lambda, b) & = \{ P(\lambda, b) + R(\lambda, b) \ V \ R(\lambda, b), \ V \in \mathcal{V} \}, \\
C(\lambda, b) & = \{ P(\lambda, b) + R(\lambda, b) \ U \ R(\lambda, b), \ U \in \mathcal{U} \},
\end{align*}
\]

where, with the notation (4.44),

\[
P(\lambda, b) := -\mathcal{H}^{-1}(\lambda, b, \alpha) \mathcal{G}(\lambda, b, \alpha), \quad R(\lambda, b) := \mathcal{H}^{-1/2}(\lambda, b, \alpha). \tag{4.57}
\]

Consequently, for every \( b \in [b_0, \infty)_\tau \) the sets \( D(\lambda, b) \) are closed and convex.
The representations of $D(\lambda, b)$ and $C(\lambda, b)$ in (4.55) and (4.56) can be written as $D(\lambda, b) = P(\lambda, b) + R(\lambda, b) \mathcal{V} R(\lambda, b)$ and $C(\lambda, b) = P(\lambda, b) + R(\lambda, b) \mathcal{U} R(\lambda, b)$. The importance of the matrices $P(\lambda, b)$ and $R(\lambda, b)$ is justified in the following.

**Definition 4.34.** For $\alpha \in \Gamma$, $\lambda \in \mathbb{C} \setminus \mathbb{R}$, and $b \in [a, \infty)\setminus r$ such that $\mathcal{H}(\lambda, b, \alpha)$ and $\mathcal{H}(\hat{\lambda}, b, \alpha)$ are positive definite, the matrix $P(\lambda, b)$ is called the center of the Weyl disk or the Weyl circle. The matrices $R(\lambda, b)$ are positive definite, the matrix $\mathcal{U}$ is called the center of the Weyl disk or the Weyl circle.

**Proof of Theorem 4.33.** By (4.46) and for any $b \in [b_0, \infty)\setminus r$, the matrices $\mathcal{H} := \mathcal{H}(\lambda, b, \alpha)$ and $\mathcal{H} := \mathcal{H}(\hat{\lambda}, b, \alpha)$ are positive definite, so that the matrices $P := P(\lambda, b)$, $R(\lambda) := R(\lambda, b)$, and $R(\hat{\lambda}) := R(\hat{\lambda}, b)$ are well defined. By Definition 4.21, for $M \in D(\lambda, b)$ we have $\mathcal{E}(M, b) \leq 0$, which in turn with notation (4.48) implies by Lemmas 4.30 and 4.31 that

$$-R^2(\hat{\lambda}) + (M^* - P^*) R^{-2}(\lambda) (M - P)$$

(4.47)

Therefore, the matrix

$$V := R^{-1}(\lambda)(M - P) R^{-1}(\hat{\lambda})$$

(4.59)

satisfies $V^* V \leq I$. This relation between the matrices $M \in D(\lambda, b)$ and $V \in \mathcal{V}$ is bijective (more precisely, it is a homeomorphism) and the inverse to (4.59) is given by $M = P + R(\lambda) V R(\hat{\lambda})$. The latter formula proves that the Weyl disk $D(\lambda, b)$ has the representation in (4.55). Moreover, since by the definition $M \in C(\lambda, b)$ means that $\mathcal{E}(M, b) = 0$, it follows that the elements of the Weyl circle $C(\lambda, b)$ are in one-to-one correspondence with the matrices $V$ defined in (4.59) which, similarly as in (4.58), now satisfy $V^* V = I$. Hence, the representation of $C(\lambda, b)$ in (4.56) follows. The fact that for $b \in [b_0, \infty)\setminus r$ the sets $D(\lambda, b)$ are closed and convex follows from the same properties of the set $\mathcal{V}$, being homeomorphic to $D(\lambda, b)$.

### 4.4 Limiting Weyl disk and Weyl circle

In this section we study the limiting properties of the Weyl disk, Weyl circle, and their center and matrix radii. Since, under Hypothesis 4.29 the matrix function $\mathcal{H}(\cdot, \lambda, \alpha)$ is monotone nondecreasing as $b \to \infty$, it follows from the definition of $R(\lambda, b)$ and $R(\lambda, b)$ in (4.57) that the two matrix functions $R(\lambda, \cdot)$ and $R(\hat{\lambda}, \cdot)$ are monotone nonincreasing for $b \to \infty$. Furthermore, since $R(\lambda, b)$ and $R(\lambda, b)$ are Hermitian and positive definite for $b \in [b_0, \infty)\setminus r$, the limits

$$R_+(\lambda) := \lim_{b \to \infty} R(\lambda, b), \quad R_+(\hat{\lambda}) := \lim_{b \to \infty} R(\hat{\lambda}, b)$$

(4.60)

exist and satisfy $R_+(\lambda) \geq 0$ and $R_+(\hat{\lambda}) \geq 0$. The index "+" in the above notation as well as in Definition 4.36 refers to the limiting disk at $+\infty$. In the following result we shall see that the center $P(\lambda, b)$ also converges to a limiting matrix when $b \to \infty$. This is a generalization of [112, Theorem 4.7], [34, Theorem 3.5], [142, Proposition 3.5], [45, Theorem 4.5], [150, Theorem 4.10].

**Theorem 4.35.** Let $\alpha \in \Gamma$ and $\lambda \in \mathbb{C} \setminus \mathbb{R}$. Under Hypothesis 4.29, the center $P(\lambda, b)$ converges as $b \to \infty$ to a limiting matrix $P_+(\lambda) \in \mathbb{C}^{n \times n}$, that is,

$$P_+(\lambda) := \lim_{b \to \infty} P(\lambda, b).$$

(4.61)
Chapter 4. Weyl–Titchmarsh theory for symplectic dynamic systems

Proof. We prove that the matrix function $P(\lambda, \cdot)$ satisfies the Cauchy convergence criterion. Let $b_1, b_2 \in [b_0, \infty)_T$ be given with $b_1 < b_2$. By Theorem 4.28, we have that $D(\lambda, b_2) \subseteq D(\lambda, b_1)$. Therefore, by (4.35) of Theorem 4.33, for a matrix $M \in D(\lambda, b_2)$ there are (unique) matrices $V_1, V_2 \in \mathcal{V}$ such that
\[
M = P(\lambda, b_j) + R(\lambda, b_j) V_j R(\lambda, b_j), \quad j \in \{1, 2\}. \tag{4.62}
\]
Upon subtracting the two equations in (4.62) we get
\[
P(\lambda, b_2) - P(\lambda, b_1) + R(\lambda, b_2) V_2 R(\lambda, b_2) = R(\lambda, b_1) V_1 R(\lambda, b_1).
\]
This equation, when solved for $T$ in terms of $V_2$, has the form
\[
V_1 = R^{-1}(\lambda, b_1) \left[ P(\lambda, b_2) - P(\lambda, b_1) + R(\lambda, b_2) V_2 R(\lambda, b_2) \right] R^{-1}(\lambda, b_1) =: T(V_2),
\]
which defines a continuous mapping $T : \mathcal{V} \to \mathcal{V}$, $T(V_2) = V_1$. Since $\mathcal{V}$ is compact, it follows that the mapping $T$ has a fixed point in $\mathcal{V}$, i.e., $T(V) = V$ for some matrix $V \in \mathcal{V}$. Equation $T(V) = V$ implies that
\[
P(\lambda, b_2) - P(\lambda, b_1) = R(\lambda, b_1) V R(\lambda, b_1) - R(\lambda, b_2) V R(\lambda, b_2) = [R(\lambda, b_1) - R(\lambda, b_2)] V R(\lambda, b_1) - R(\lambda, b_2) V [R(\lambda, b_1) - R(\lambda, b_2)].
\]
Hence, by $\|V\| \leq 1$, we have
\[
\|P(\lambda, b_2) - P(\lambda, b_1)\| \leq \|R(\lambda, b_1) - R(\lambda, b_2)\| \|R(\lambda, b_1)\| + \|R(\lambda, b_2)\| \|R(\lambda, b_1) - R(\lambda, b_2)\|. \tag{4.63}
\]
Since the functions $R(\lambda, \cdot)$ and $R(\lambda, \cdot)$ are monotone nonincreasing, they are bounded. That is, for some $K > 0$ we have $\|R(\lambda, b)\| \leq K$ and $\|R(\lambda, b)\| \leq K$ for all $b \in [b_0, \infty)_T$.

Let $\varepsilon > 0$ be arbitrary. The convergence of $R(\lambda, b)$ and $R(\lambda, b)$ as $b \to \infty$ yields the existence of $b_3 \in [b_0, \infty)_T$ such that for every $b_1, b_2 \in [b_3, \infty)_T$ with $b_1 < b_2$ we have
\[
\|R(\lambda, b_1) - R(\lambda, b_2)\| \leq \varepsilon/(2K), \quad \varepsilon \in \{\lambda, \bar{\lambda}\}. \tag{4.64}
\]
Using estimate (4.64) in inequality (4.63) we obtain for $b_2 > b_1 \geq b_3$
\[
\|P(\lambda, b_2) - P(\lambda, b_1)\| < \varepsilon/(2K) \cdot K + \varepsilon/(2K) \cdot K = \varepsilon.
\]
This means that the limit $P_+(\lambda) \in \mathbb{C}^{n \times n}$ in (4.61) exists, which completes the proof. \[\]

By Theorems 4.28 and 4.33 we know that the Weyl disks $D(\lambda, b)$ are closed, convex, and nested as $b \to \infty$. Therefore the limit of $D(\lambda, b)$ as $b \to \infty$ is a closed, convex, and nonempty set. This motivates the following definition, which can be found in the special cases of system $(\mathcal{S}_t)$ in [102, Theorem 3.3], [34, Theorem 3.6], [45, Definition 4.7], [150, Theorem 4.12].

Definition 4.36 (Limiting Weyl disk). Let $\alpha \in \Gamma$ and $\lambda \in \mathbb{C} \setminus \mathbb{R}$. Then the set
\[
D_+(\lambda) := \bigcap_{b \in [a, \infty)_T} D(\lambda, b)
\]
is called the limiting Weyl disk. The matrix $P_+(\lambda)$ from Theorem 4.35 is called the center of $D_+(\lambda)$ and the matrices $R_+(\lambda)$ and $R_+(\bar{\lambda})$ from (4.60) its matrix radii.
4.4. Limiting Weyl disk and Weyl circle

As a consequence of Theorem 4.33 we obtain the following characterization of the limiting Weyl disk.

Corollary 4.37. Let \( \alpha \in \Gamma \) and \( \lambda \in \mathbb{C} \setminus \mathbb{R} \). Under Hypothesis 4.29, we have

\[
D_+(\lambda) = P_+(\lambda) + R_+(\lambda) \mathcal{V} R_+(\bar{\lambda}),
\]

where \( \mathcal{V} \) is the set of all contractive matrices defined in (4.54).

From now on we assume that Hypothesis 4.29 holds, so that the limiting center \( P_+(\lambda) \) and the limiting matrix radii \( R_+(\lambda) \) and \( R_+(\bar{\lambda}) \) of \( D_+(\lambda) \) are well defined.

Remark 4.38. By means of the nesting property of the disks (Theorem 4.28) and Theorems 4.22 and 4.24, it follows that the elements of the limiting Weyl disk \( D_+(\lambda) \) are of the form

\[
M_+(\lambda) \in D_+(\lambda), \quad M_+(\lambda) = \lim_{b \to \infty} M(\lambda, b, \alpha, \beta(b)), \quad (4.65)
\]

where \( \beta(b) \in \mathbb{C}^{n \times 2n} \) satisfies \( \beta(b) \beta^*(b) = \mathcal{I} \) and \( i \delta(\lambda) \beta(b) \bar{\beta}^*(b) \geq 0 \) for all \( b \in [a, \infty) \). Moreover, from Lemma 4.18 we conclude that

\[
M_+^*(\lambda) = M_+(\bar{\lambda}). \quad (4.66)
\]

A matrix \( M_+(\lambda) \) from \( (4.65) \) is called a half-line Weyl–Titchmarsh \( M(\lambda) \)-function. Also, as noted in [45, Section 4], see also [43, Theorem 2.18], the function \( M_+(\lambda) \) is a Herglotz function with rank \( n \) and has a certain integral representation (which will not be needed in this chapter).

Our next result shows another characterization of the elements of \( D_+(\lambda) \) in terms of the Weyl solution \( X(\cdot, \alpha, \lambda, M) \) defined in (4.33). This is a generalization of [112, p. 671], [102, Equation (3.2)], [34, Theorem 3.8(i)], [45, Theorem 4.8], [150, Theorem 4.15].

Theorem 4.39. Let \( \alpha \in \Gamma, \lambda \in \mathbb{C} \setminus \mathbb{R} \), and \( M \in \mathbb{C}^{n \times n} \). The matrix \( M \) belongs to the limiting Weyl disk \( D_+(\lambda) \) if and only if

\[
\int_a^\infty X^{\alpha,t}(t, \lambda, \alpha, M) \tilde{W}(t) \mathcal{X}^{\sigma}(t, \lambda, \alpha, M) \Delta t \leq \frac{\text{Im}(M)}{\text{Im}(\lambda)}. \quad (4.67)
\]

Proof. By Definition 4.36, we have \( M \in D_+(\lambda) \) if and only if \( M \in D(\lambda, b) \), i.e., \( \varepsilon(M, b) \leq 0 \), for all \( b \in [a, \infty) \). Therefore, by formula (4.34), we get

\[
\int_a^b X^{\alpha,t}(t, \lambda, \alpha, M) \tilde{W}(t) \mathcal{X}^{\sigma}(t, \lambda, \alpha, M) \Delta t = \frac{\varepsilon(M, b)}{2 \|\text{Im}(\lambda)\|} + \frac{\delta(\lambda) \text{Im}(M)}{\|\text{Im}(\lambda)\|} \leq \frac{\text{Im}(M)}{\text{Im}(\lambda)}
\]

for every \( b \in [a, \infty) \), which is equivalent to inequality (4.67).

Remark 4.40. In [34, Definition 3.4], the notion of a boundary of the limiting Weyl disk \( D_+(\lambda) \) is discussed. This would be a "limiting Weyl circle" according to Definitions 4.21 and 4.36. The description of matrices \( M \in \mathbb{C}^{n \times n} \) laying on this boundary follows from Theorems 4.39 and 4.22, giving for such matrices \( M \) the equality

\[
\int_a^\infty X^{\alpha,t}(t, \lambda, \alpha, M) \tilde{W}(t) \mathcal{X}^{\sigma}(t, \lambda, \alpha, M) \Delta t = \frac{\text{Im}(M)}{\text{Im}(\lambda)}. \quad (4.68)
\]
Condition (4.68) is also equivalent to

\[ \lim_{t \to \infty} \mathcal{X}(t, \lambda, \alpha, M) \mathcal{J} \mathcal{X}(t, \lambda, \alpha, M) = 0. \]  \hspace{1cm} (4.69)

This is because, by (4.35) and the Lagrange identity (Corollary 4.6),

\[
\mathcal{X}(t, \lambda, \alpha, M) \mathcal{J} \mathcal{X}(t, \lambda, \alpha, M) = 2i \text{Im}(\lambda) \left[ \frac{\text{Im}(M)}{\text{Im}(\lambda)} - \int_{0}^{t} \mathcal{X}^{\sigma}(s, \lambda, \alpha, M) \tilde{W}(s) \mathcal{X}^{\sigma}(s, \lambda, \alpha, M) \Delta s \right]
\]

for every \( t \in [a, \infty) \). From this we can see that the integral on the right-hand side above converges for \( t \to \infty \) and (4.68) holds if and only if condition (4.69) is satisfied.

Characterizations (4.68) and (4.69) of the matrices \( M \) on the boundary of the limiting Weyl disk \( D_*(\lambda) \) generalize the corresponding results in [34, Theorems 3.8(ii) and 3.9], see also [142, Theorem 6.3].

Consider the linear space of square-integrable \( C^1_{prd} \) functions

\[
L^2_W = L^2_W([a, \infty)) := \{ z : [a, \infty) \to C^{2n}, \ z \in C^1_{prd}, \ \| z(\cdot) \|_W < \infty \},
\]

where we define

\[
\| z(\cdot) \|_W := \sqrt{\langle z(\cdot), z(\cdot) \rangle_W}, \quad \langle z(\cdot), \bar{z}(\cdot) \rangle_W := \int_{a}^{\infty} z^{\sigma}(t) \tilde{W}(t) \bar{z}^{\sigma}(t) \Delta t.
\]

In the following result we prove that the space \( L^2_W \) contains the columns of the Weyl solution \( \mathcal{X}(\cdot, \lambda, \alpha, M) \) when \( M \) belongs to the limiting Weyl disk \( D_*(\lambda) \). This implies that there are at least \( n \) linearly independent solutions of system \( (S_\lambda) \) in \( L^2_W \). This is a generalization of [112, Theorem 5.1], [142, Theorem 4.1], [45, Theorem 4.10], [6, p. 716].

**Theorem 4.41.** Let \( \alpha \in \Gamma, \ \lambda \in \mathbb{C} \setminus \mathbb{R}, \) and \( M \in D_+(\lambda) \). The columns of \( \mathcal{X}(\cdot, \lambda, \alpha, M) \) form a linearly independent system of solutions of system \( (S_\lambda) \), each of which belongs to \( L^2_W \).

**Proof.** Let us denote by \( z_j(\cdot) := \mathcal{X}(\cdot, \lambda, \alpha, M)e_j \) for \( j \in \{1, \ldots, n\} \) the columns of the Weyl solution \( \mathcal{X}(\cdot, \lambda, \alpha, M) \), where \( e_j \) is the \( j \)-th unit vector. We prove that the functions \( z_1(\cdot), \ldots, z_n(\cdot) \) are linearly independent. Assume that \( \sum_{j=1}^{n} \alpha_j z_j(\cdot) = 0 \) on \([a, \infty)\) for some \( \alpha_1, \ldots, \alpha_n \in \mathbb{C} \). Then \( \mathcal{X}(\cdot, \lambda, \alpha, M)c = 0 \), where \( c := (c_1^*, \ldots, c_n^*)^* \in \mathbb{C}^n \). It follows by (4.35) that

\[
2i c^* \text{Im}(M) c = c^* \mathcal{X}^*(a, \lambda, \alpha, M) \mathcal{J} \mathcal{X}(a, \lambda, \alpha, M) c = 0,
\]

which implies the equality \( c^* \delta(\lambda) \text{Im}(M) c = 0 \). Using that \( M \in D_+(\lambda) \subseteq D(\lambda, b) \) for some \( b \in [b_0, \infty) \), we obtain from Theorem 4.25 that the matrix \( \delta(\lambda) \text{Im}(M) \) is positive definite. Hence, \( c = 0 \) so that the functions \( z_1(\cdot), \ldots, z_n(\cdot) \) are linearly independent. Finally, for every \( j \in \{1, \ldots, n\} \) we get from Theorem 4.39 the inequality

\[
\| z_j(\cdot) \|_W^2 = \int_{a}^{\infty} z_j^{\sigma}(t) \tilde{W}(t) z_j^\sigma(t) \Delta t \overset{(4.67)}{\leq} e_j^* \frac{\text{Im}(M)}{\text{Im}(\lambda)} e_j \leq \frac{\| \delta(\lambda) \text{Im}(M) \|}{\| \text{Im}(\lambda) \|} < \infty.
\]

Thus, \( z_j(\cdot) \in L^2_W \) for every \( j \in \{1, \ldots, n\} \) and the proof is complete. \( \blacksquare \)
Denote by $\mathcal{N}(\lambda)$ the linear space of all square-integrable solutions of system $(S_\lambda)$, i.e.,

$$\mathcal{N}(\lambda) := \{ z(\cdot) \in L^2_\psi, \text{ } z(\cdot) \text{ solves } (S_\lambda) \}.$$

Then as a consequence of Theorem 4.41 we obtain the estimate

$$\dim \mathcal{N}(\lambda) \geq n \quad \text{for each } \lambda \in \mathbb{C} \setminus \mathbb{R}.$$

Next we discuss the situation when $\dim \mathcal{N}(\lambda) = n$ for some $\lambda \in \mathbb{C} \setminus \mathbb{R}$.

**Lemma 4.42.** Let $\alpha \in \Gamma$, $\lambda \in \mathbb{C} \setminus \mathbb{R}$, and $\dim \mathcal{N}(\lambda) = n$. Then the matrix radii of the limiting Weyl disk $D_+(\lambda)$ satisfy $R_+(\lambda) = 0 = R_+'(\lambda)$. Consequently, the set $D_+(\lambda)$ consists of the single matrix $M = P_+(\lambda)$, i.e., the center of $D_+(\lambda)$, which is given by formula (4.61) of Theorem 4.35.

**Proof.** With the matrix radii $R_+(\lambda)$ and $R_+'(\lambda)$ of $D_+(\lambda)$ defined in (4.60) and with the Weyl solution $\mathcal{X}(\cdot, \lambda, \alpha, M)$ given by a matrix $M \in D_+(\lambda)$ we observe that the columns of $\mathcal{X}(\cdot, \lambda, \alpha, M)$ form a basis of the space $\mathcal{N}(\lambda)$. Since the columns of the fundamental matrix $\Psi(\cdot, \lambda, \alpha) = \left(Z(\cdot, \lambda, \alpha) \cdot \tilde{Z}(\cdot, \lambda, \alpha)\right)$ span all solutions of system $(S_\lambda)$, the definition of $\mathcal{X}(\cdot, \lambda, \alpha, M) = Z(\cdot, \lambda, \alpha) + \tilde{Z}(\cdot, \lambda, \alpha) M$ yields that the columns of $\tilde{Z}(\cdot, \lambda, \alpha)$ together with the columns of $\mathcal{X}(\cdot, \lambda, \alpha, M)$ form a basis of all solutions of system $(S_\lambda)$. Hence, from $\dim \mathcal{N}(\lambda) = n$ and Theorem 4.41 we get that the columns of $\tilde{Z}(\cdot, \lambda, \alpha)$ do not belong to $L^2_\psi$. Consequently, by formula (4.46), the Hermitian matrix functions $\mathcal{H}(\cdot, \lambda, \alpha)$ and $\mathcal{H}(\cdot, \lambda, \alpha)$ defined in (4.45) are monotone nondecreasing on $[a, \infty)_\tau$ without any upper bound, i.e., their eigenvalues – being real – tend to $\infty$. Therefore, the functions $R(\lambda, \cdot)$ and $R(\lambda, \cdot)$ as defined in (4.57) have limits at $\infty$ equal to zero. That is, $R_+(\lambda) = 0$ and $R_+'(\lambda) = 0$.

The fact that the set $D_+(\lambda) = \{ P_+(\lambda) \}$ then follows from the characterization of $D_+(\lambda)$ in Corollary 4.37. \hfill \blacksquare

In the final result of this section we establish another characterization of the matrices $M$ from the limiting Weyl disk $D_+(\lambda)$. In comparison with Theorem 4.39 we now use a similar condition to the one in Theorem 4.24 for the regular spectral problem. However, a stronger assumption than Hypothesis 4.29 is now required for this result to hold, compare with [44, Lemma 2.21] and [45, Theorem 4.16].

**Hypothesis 4.43.** For every $a_0, b_0 \in [a, \infty)_\tau$ with $a_0 < b_0$ and for every $\lambda \in \mathbb{C}$ we have

$$\int_{a_0}^{b_0} \psi^{\ast}(t, \lambda, \alpha) \bar{W}(t) \psi(t, \lambda, \alpha) \Delta t > 0.$$

Under Hypothesis 4.43, the Weyl disks $D(\lambda, b)$ converge to the limiting disk “monotonically” as $b \to \infty$, i.e., the limiting Weyl disk $D_+(\lambda)$ is “open” in the sense that all its elements lie inside $D_+(\lambda)$. This can be interpreted in view of Theorem 4.24 as $\mathcal{E}(M, t) < 0$ for all $t \in [a, \infty)_\tau$.

**Theorem 4.44.** Let $\alpha \in \Gamma$, $\lambda \in \mathbb{C} \setminus \mathbb{R}$, and $M \in \mathbb{C}^{n \times n}$. Under Hypothesis 4.43, the matrix $M \in D_+(\lambda)$ if and only if

$$\mathcal{E}(M, t) < 0 \quad \text{for all } t \in [a, \infty)_\tau.$$  \hfill (4.70)
Proof. If condition (4.70) holds, then $M \in D_+(\lambda)$ follows from the definition of $D_+(\lambda)$. Conversely, suppose that $M \in D_+(\lambda)$ and let $t \in [a, \infty)_T$ be given. Then for any $b \in (t, \infty)_T$ we have by formula (4.34) that

$$E(M, t) = -2 \delta(\lambda) \text{Im}(M) + 2 |\text{Im}(\lambda)| \int_a^b \chi'^{\sigma}(s, \lambda, \alpha, \lambda, M) \pi'(s) \chi^{\sigma}(s, \lambda, \alpha, M) \Delta s$$

$$= E(M, b) - 2 |\text{Im}(\lambda)| \int_{a+t}^{b+t} \chi'^{\sigma}(s, \lambda, \alpha, \lambda, M) \pi'(s) \chi^{\sigma}(s, \lambda, \alpha, M) \Delta s,$$  \hspace{1cm} (4.71)

where we used identity (2.12). Since $M \in D_+(\lambda)$ is assumed, we have $M \in D(\lambda, b)$, i.e., $E(M, b) \leq 0$, while Hypothesis 4.43 implies the positivity of the integral over $[t, b)_T$ in (4.71). Consequently, equation (4.71) yields that $E(M, t) < 0$. \qed

Remark 4.45. If we partition the Weyl solution $\chi(\cdot, \lambda) := \chi(\cdot, \lambda, \alpha, \lambda, M)$ into two $n \times n$ blocks $\chi_1(\cdot, \lambda)$ and $\chi_2(\cdot, \lambda)$ as in (4.39), then condition (4.70) can be written as

$$\delta(\lambda) \text{Im}(\chi_1'(t, \lambda) \chi_2(t, \lambda)) > 0 \hspace{1cm} \text{for all } t \in [a, \infty)_T.$$

Therefore, by Remark 4.23(ii), the matrices $\chi_1(t, \lambda)$ and $\chi_2(t, \lambda)$ are invertible for all $t \in [a, \infty)_T$. A standard argument then yields that the quotient $Q(\cdot, \lambda) := \chi_2(\cdot, \lambda) \chi_1^{-1}(\cdot, \lambda)$ satisfies the Riccati matrix equation (suppressing the argument $t$ in the coefficients)

$$Q^A - (C + DQ) + Q^a (A + BQ) + \lambda \pi[W(I + \mu A + BQ)] = 0, \hspace{1cm} t \in [a, \infty)_T,$$

see [58, Theorem 3], [94, Section 6], and [95].

4.5 Limit point and limit circle criteria

Throughout this section we assume that Hypothesis 4.29 is satisfied. The results from Theorem 4.41 and Lemma 4.42 motivate the following terminology, compare with [166, p. 75], [159, Definition 1.2] in the time scales scalar case $n = 1$, with [43, p. 3486], [133, p. 1668], [107, p. 274], [141, Definition 3.1], [137, Definition 1], [167, p. 2826] in the continuous case, and with [142, Definition 5.1], [45, Definition 4.12] in the discrete case.

Definition 4.46 (Limit point and limit circle case for system (S)). System (S) is said to be in the limit point case at $\infty$ (or of the limit point type) if

$$\dim N(\lambda) = n \hspace{1cm} \text{for all } \lambda \in \mathbb{C} \setminus \mathbb{R}.$$  

System (S) is said to be in the limit circle case at $\infty$ (or of the limit circle type) if

$$\dim N(\lambda) = 2n \hspace{1cm} \text{for all } \lambda \in \mathbb{C} \setminus \mathbb{R}.$$  

Remark 4.47. According to Remark 4.38 (in which $\beta(b) \equiv \beta$), the center $P_+(\lambda)$ of the limiting Weyl disk $D_+(\lambda)$ can be expressed in the limit point case as

$${P_+(\lambda) = M_+(\lambda) = \lim_{b \to \infty} M(\lambda, b, \alpha, \beta)},$$

where $\beta \in \Gamma$ is arbitrary but fixed.

Next we establish the first result of this section. Its continuous time version can be found in [107, Theorem 2.1], [112, Theorem 8.5] and the discrete time version in [44, Lemma 3.2], [45, Theorem 4.13].
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Theorem 4.48. Let system \( (S_\kappa) \) be in the limit point or limit circle case, fix \( \alpha \in \Gamma \), and let \( \lambda, \nu \in \mathbb{C} \setminus \mathbb{R} \). Then
\[
\lim_{t \to \infty} X_+^*(t, \lambda, \alpha, M_+(\lambda)) J X_+^*(t, \nu, \alpha, M_+(\nu)) = 0, \tag{4.72}
\]
where \( X_+^*(\cdot, \lambda, \alpha, M_+(\lambda)) \) and \( X_+^*(\cdot, \nu, \alpha, M_+(\nu)) \) are the Weyl solutions of \( (S_\kappa) \) and \( (S_\nu) \), respectively, defined by (4.33) through the matrices \( M_+(\lambda) \) and \( M_+(\nu) \), which are determined by the limit in (4.65).

Proof. For every \( t \in [a, \infty) \) and matrices \( \beta(t) \in \mathbb{C}^{n \times 2n} \) such that the identities
\[
\beta(t) \beta^*(t) = I \quad \text{and} \quad i \delta(\lambda) \beta(t) J \beta^*(t) \geq 0
\]
holds true, and for \( \kappa \in \{\lambda, \nu\} \) we define the matrix (compare with Definition 4.17)
\[
M(\kappa, t, \alpha, \beta(t)) := -[\beta(t) \tilde{Z}(t, \kappa, \alpha)]^{-1} \beta(t) \tilde{Z}(t, \kappa, \alpha).
\]
Then, by Theorems 4.22 and 4.24, we have \( M(\kappa, t, \alpha, \beta(t)) \in D(k, t) \). Following the notation in (4.33), we consider the Weyl solutions \( \mathcal{X}(\cdot, \kappa) := \mathcal{X}(\cdot, \kappa, \alpha, M(\kappa, t, \alpha, \beta(t))) \). Similarly, let \( \mathcal{X}_+(\cdot, \kappa) := \mathcal{X}(\cdot, \kappa, \alpha, M_+(\kappa)) \) be the Weyl solutions corresponding to the matrices \( M_+(\kappa) \in D_+(\kappa) \) from the statement of this theorem.

First assume that system \( (S_\kappa) \) is of the limit point type. In this case, by Remark 4.47, we may take \( \beta(t) \in \Gamma \) for all \( t \in [a, \infty) \). Hence, from Theorem 4.22 we get that \( \beta(t) \mathcal{X}(\cdot, \kappa) = 0 \) on \( [a, \infty) \). By (4.23), for each \( t \in [a, \infty) \) and \( \kappa \in \{\lambda, \nu\} \) there is a matrix \( Q_\nu(t) \in \mathbb{C}^{n \times n} \) such that \( \mathcal{X}(\cdot, \kappa) = J \beta^*(\cdot) Q_\nu(\cdot) \) on \( [a, \infty) \). Hence, we have on \( [a, \infty) \)
\[
\mathcal{X}_+^*(t, \lambda) J \mathcal{X}_+^*(t, \nu) + F(t, \lambda, \nu, \beta(t)) + G(t, \lambda, \nu, \beta(t)) = 0,
\]
where we define
\[
F(t, \lambda, \nu, \beta(t)) := \mathcal{X}_+^*(t, \lambda) J \tilde{Z}(t, \nu, \alpha) [M(\nu, t, \alpha, \beta(t)) - M_+(\nu)] \mathcal{X}(t, \nu),
\]
\[
G(t, \lambda, \nu, \beta(t)) := [M_+(\lambda, t, \alpha, \beta(t)) - M_+(\lambda)] \tilde{Z}_+^*(t, \lambda, \alpha) J \mathcal{X}(t, \nu).
\]
If we show that
\[
\lim_{t \to \infty} F(t, \lambda, \nu, \beta(t)) = 0, \quad \lim_{t \to \infty} G(t, \lambda, \nu, \beta(t)) = 0, \tag{4.74}
\]
then equation (4.73) implies the result claimed in (4.72). First we prove the limit (4.74)(ii). Pick any \( t \in [b_0, \infty) \). By Theorem 4.33, Corollary 4.37, and \( D_+(\lambda) \subseteq D(\lambda, t) \) we have
\[
M(\lambda, t, \alpha, \beta(t)) = P(\lambda, t) + R(\lambda, t) U(t) R(\lambda, t), \quad M_+(\lambda) = P(\lambda, t) + R(\lambda, t) V(t) R(\lambda, t),
\]
where \( U(t) \in \mathcal{U} \) and \( V(t) \in \mathcal{V} \). Therefore,
\[
M(\lambda, t, \alpha, \beta(t)) - M_+(\lambda) = R(\lambda, t) [U(t) - V(t)] R(\lambda, t).
\]
Since \( \tilde{Z}(\cdot, \lambda, \alpha) \) and \( \mathcal{X}(\cdot, \nu) \) are respectively solutions of systems \( (S_\lambda) \) and \( (S_\nu) \) which satisfy \( \tilde{Z}(a, \lambda, \alpha) J \mathcal{X}(a, \nu) = -I \), it follows from Corollary 4.6 that
\[
\tilde{Z}_+^*(t, \lambda, \alpha) J \mathcal{X}(t, \nu) = -I + (\lambda - \nu) \int_a^t \tilde{Z}_+^*(s, \lambda, \alpha) \tilde{W}(s) \mathcal{X}_+^*(s, \nu) \Delta s.
\]
Hence, we can write
\[ G(t, \lambda, \nu, \beta(t)) = R(\bar{\lambda}, t)[U^*(t) - V^*(t)] R(\lambda, t) \left[ (\bar{\lambda} - \nu) \int_a^t \tilde{Z}^{s*}(s, \lambda, \alpha) \tilde{W}(s) \lambda^{\nu}(s, \nu) \Delta s - I \right], \]
where we used the Hermitian property of \( R(\lambda, t) \) and \( R(\bar{\lambda}, t) \). Since we now assume that system \((S_\lambda)\) is in the limit point case, we know from Lemma 4.42 that \( \lim_{t \to \infty} R(\lambda, t) = 0 \) and \( \lim_{t \to \infty} R(\bar{\lambda}, t) = 0 \). Therefore, in order to establish (4.74)(ii) it is sufficient to show that
\[ R(\lambda, t) \int_a^t \tilde{Z}^{s*}(s, \lambda, \alpha) \tilde{W}(s) \lambda^{\nu}(s, \nu) \Delta s \]
is bounded for \( t \in [b_0, \infty) \). Let \( \eta \in \mathbb{C}^n \) be a unit vector and denote by \( \mathcal{X}_j(\cdot, \nu) := \eta(\cdot, \nu) e_j \) the \( j \)-th column of \( \mathcal{X}(\cdot, \nu) \) for \( j \in \{1, \ldots, n\} \). With the definition of \( R(\lambda, \cdot) \) in (4.57) we have
\[
\left| \int_a^t \eta^* R(\lambda, s) \tilde{Z}^{s*}(s, \lambda, \alpha) \tilde{W}(s) \lambda^{\nu}(s, \nu) \Delta s \right|
\leq \int_a^t \left| \tilde{W}^{1/2}(s) \tilde{Z}^{s*}(s, \lambda, \alpha) R(\lambda, s) \eta \right| \left| \tilde{W}^{1/2}(s) \lambda^{\nu}(s, \nu) \right| \Delta s
\leq \left( \int_a^t \eta^* R(\lambda, s) \tilde{Z}^{s*}(s, \lambda, \alpha) \tilde{W}(s) \tilde{Z}^{s}(s, \lambda, \alpha) R(\lambda, s) \eta \Delta s \right)^{1/2} \times \left( \int_a^t \lambda^{s*}(s, \nu) \tilde{W}(s) \lambda^{\nu}(s, \nu) \Delta s \right)^{1/2},
\]where the last step follows from the Cauchy–Schwarz inequality (2.17) on time scales. From equation (4.46) we obtain
\[ \mathcal{H}^{-1/2}(t, \lambda, \alpha) \int_a^t \tilde{Z}^{s*}(s, \lambda, \alpha) \tilde{W}(s) \tilde{Z}^{s}(s, \lambda, \alpha) \Delta s \mathcal{H}^{-1/2}(t, \lambda, \alpha) = \frac{1}{2 \left| \text{Im}(\lambda) \right|} I, \]
so that the first term in the product in (4.75) is bounded by \( 1/\sqrt{2 \left| \text{Im}(\lambda) \right|} \). Moreover, from formula (4.34) we get that the second term in the product in (4.75) is bounded by the number \( |e^*_j \text{Im}(M(\nu, t, \alpha, \beta(t))) e_j| / |\text{Im}(\nu)| \). Hence, upon recalling the limit in (4.65), we conclude that the product in (4.75) is bounded by
\[ \frac{1}{2 \left| \text{Im}(\lambda) \right|} \frac{e^*_j \text{Im}(M_+(\nu)) e_j}{|\text{Im}(\nu)|}, \]
which is independent of \( t \). Consequently, the limit (4.74)(ii) is established. The limit (4.74)(i) is then proven in a similar manner. The proof for the limit point case is finished.

If system \((S_\lambda)\) is in the limit circle case, then for \( \kappa \in \{\lambda, \nu\} \) the columns of \( \tilde{Z}(\cdot, \kappa, \alpha) \) and \( \mathcal{X}_\kappa(\cdot, \kappa) \) belong to \( L^2_t \tilde{W} \), hence they are bounded in the \( L^2_t \tilde{W} \) norm. In this case the limits in (4.74) easily follow from the limit (4.65) for \( M_+(\kappa), \kappa \in \{\lambda, \nu\} \).

In the next result we provide a characterization of the system \((S_\lambda)\) being of the limit point type. Special cases of this statement can be found, e.g., in [142, Theorem 6.12] and [45, Theorem 4.14].

**Theorem 4.49.** Let \( \alpha \in \Gamma \). The system \((S_\lambda)\) is in the limit point case if and only if for every \( \lambda \in \mathbb{C} \setminus \mathbb{R} \) and every square-integrable solutions \( z_1(\cdot, \lambda) \) and \( z_2(\cdot, \lambda) \) of \((S_\lambda)\) and \((S_\bar{\lambda})\), respectively, we have
\[ z_1^*(t, \lambda) J z_2(t, \bar{\lambda}) = 0 \quad \text{for all } t \in [b_0, \infty). \]
Proof. Let \((S_\lambda)\) be in the limit point case. Fix any \(\lambda \in \mathbb{C} \setminus \mathbb{R}\) and suppose that \(z_1(\cdot, \lambda)\) and \(z_2(\cdot, \hat{\lambda})\) are solutions of \((S_\lambda)\) and \((S_{\lambda})\), respectively. Then, by Theorem 4.41 and Remark 4.38, there are vectors \(\xi_1, \xi_2 \in \mathbb{C}^n\) such that \(z_1(\cdot, \lambda) = X_+(\cdot, \lambda) \xi_1\) and \(z_2(\cdot, \hat{\lambda}) = X_+(\cdot, \hat{\lambda}) \xi_2\) on \([a, \infty)\)\) where \(X_+(\cdot, \kappa, \alpha, M_+)(\kappa)\) are the Weyl solutions corresponding to some matrices \(M_+{\kappa} \in D_+(\kappa)\) for \(\kappa \in \{\lambda, \hat{\lambda}\}\). In fact, by Lemma 4.42 the matrix \(M_+{\kappa}\) is equal to the center of the disk \(D_+{\kappa}\). It follows that for any \(t \in [b_0, \infty)\) equality

\[
X_+^*(t, \lambda) \mathcal{J} X_+(t, \hat{\lambda}) = \begin{pmatrix} \mathcal{I} & M_+^*(\lambda) \end{pmatrix} \Psi^*(t, \lambda, \alpha) \mathcal{J} \Psi(t, \hat{\lambda}, \alpha) \begin{pmatrix} \mathcal{I} & M_+^*(\lambda) \end{pmatrix}^* = M_+^*(\lambda) - M_+^*(\lambda) = 0
\]

holds, so that equation (4.76) is established.

Conversely, let \(\nu \in \mathbb{C} \setminus \mathbb{R}\) be arbitrary but fixed, set \(\lambda := \nu\), and suppose that for every square-integrable solutions \(z_1(\cdot, \lambda)\) and \(z_2(\cdot, \nu)\) of \((S_\lambda)\) and \((S_{\nu})\) condition (4.76) is satisfied. From Theorem 4.41 we know that for \(M_+{\kappa} \in D_+{\kappa}\) the columns \(X_+_j{\kappa}(\lambda)\), \(j \in \{1, \ldots, n\}\), of the Weyl solution \(X_+(\cdot, \kappa)\) are linearly independent square-integrable solutions of \((S_\lambda)\), \(\kappa \in \{\lambda, \nu\}\). Therefore, \(\dim \mathcal{N}(\lambda) \geq n\) and \(\dim \mathcal{N}(\nu) \geq n\). Moreover, by identity (4.17)(i) we have

\[
X_+^*(t, \lambda) \mathcal{J} x_+(t, v) = 0 \quad \text{for all} \quad t \in [b_0, \infty)\) \quad \text{and} \quad j \in \{1, \ldots, n\}.
\]

Let \(z(\cdot, v)\) be any square-integrable solution of system \((S_{\nu})\). Then, by our assumption (4.76),

\[
X_+^*(t, \lambda) \mathcal{J} z(t, v) = 0 \quad \text{for all} \quad t \in [b_0, \infty)\).
\]

From (4.77) and (4.78) it follows that the vectors \(X_+^j(\lambda, \lambda)\), \(j \in \{1, \ldots, n\}\), and \(z(\lambda, \nu)\) are solutions of the linear homogeneous system

\[
X_+^*(\lambda, \lambda) \mathcal{J} \eta = 0.
\]

Since, by Theorem 4.41, the vectors \(X_+^j(\lambda, \lambda)\) for \(j \in \{1, \ldots, n\}\) represent a basis of the solution space of system (4.79), there exists a vector \(\xi \in \mathbb{C}^n\) such that \(z(\lambda, \nu) = X_+^j(\lambda, \lambda) \xi\). By the uniqueness of solutions of system \((S_{\nu})\) we then get \(z(\cdot, \nu) = X_+^j(\cdot, \nu) \xi\) on \([a, \infty)\)\). Hence, the solution \(z(\cdot, \nu)\) is square-integrable and \(\dim \mathcal{N}(\nu) = n\). Since \(\nu \in \mathbb{C} \setminus \mathbb{R}\) was arbitrary, it follows that system \((S_{\lambda})\) is in the limit point case.

As a consequence of the above result we obtain a characterization of the limit point case in terms of a condition similar to (4.76), but using a limit. This statement is a generalization of [107, Corollary 2.3], [44, Corollary 3.3], [142, Theorem 6.14], [45, Corollary 4.15], [34, Theorem 3.9], [150, Theorem 4.16].

Corollary 4.50. Let \(\lambda \in \Gamma\). System \((S_{\lambda})\) is in the limit point case if and only if for every \(\lambda, \nu \in \mathbb{C} \setminus \mathbb{R}\) and every square-integrable solutions \(z_1(\cdot, \lambda)\) and \(z_2(\cdot, \nu)\) of \((S_\lambda)\) and \((S_{\nu})\), respectively, we have

\[
\lim_{t \to \infty} z_1^*(t, \lambda) \mathcal{J} z_2(t, \nu) = 0.
\]

Proof. The necessity follows directly from Theorem 4.48. Conversely, assume that condition (4.80) holds for every \(\lambda, \nu \in \mathbb{C} \setminus \mathbb{R}\) and every square-integrable solutions \(z_1(\cdot, \lambda)\) and \(z_2(\cdot, \nu)\) of \((S_\lambda)\) and \((S_{\nu})\). Fix \(\lambda \in \mathbb{C} \setminus \mathbb{R}\) on \([a, \infty)\)\). By Corollary 4.7 we know that \(z_1^*(t, \lambda) \mathcal{J} z_2(t, \nu)\) is constant on \([a, \infty)\). Therefore, by using condition (4.80) we can see that identity (4.76) must be satisfied, which yields by Theorem 4.49 that system \((S_\lambda)\) is of the limit point type.
4.6 Nonhomogeneous time scale symplectic systems

In this section we consider the nonhomogeneous time scale symplectic system

\[ z^\Delta(t, \lambda) = S(t, \lambda) z(t, \lambda) - \mathcal{J} \tilde{W}(t) f^\sigma(t), \quad t \in [a, \infty)_\tau, \]  

(4.81)

where the matrix function \( S(t, \lambda) \) and \( \tilde{W}(t) \) are defined in (4.6) and (4.4), \( f \in L^2_{\mathcal{V}} \), and where the associated homogeneous system \( (S_\lambda) \) is either of the limit point or limit circle type at \( \infty \). Together with system (4.81) we consider a second system of the same form but with a different spectral parameter and a different nonhomogeneous term

\[ y^\Delta(t, \nu) = S(t, \nu) y(t, \nu) - \mathcal{J} \tilde{W}(t) g^\sigma(t), \quad t \in [a, \infty)_\tau, \]  

(4.82)

with \( g \in L^2_{\mathcal{V}} \). The following is a generalization of Theorem 4.5 to nonhomogeneous systems.

**Theorem 4.51** (Lagrange identity). Let \( \lambda, \nu \in \mathbb{C} \) and \( m \in \mathbb{N} \) be given. If \( z(\cdot, \lambda) \) and \( y(\cdot, \nu) \) are \( 2n \times m \) solutions of systems (4.81) and (4.82), respectively, then

\[ [z^*(t, \lambda) \mathcal{J} y(t, \nu)]^\Delta = (\tilde{\lambda} - \nu) z^\sigma(t, \lambda) \tilde{W}(t) y(t, \nu) - \int^\sigma(t) \tilde{W}(t) y(t, \nu) + z^\sigma(t, \lambda) \tilde{W}(t) g(t), \quad t \in [a, \infty)_\tau. \]  

(4.83)

**Proof.** Formula (4.83) follows by the product rule (2.3) with the aid of the relation

\[ z^\sigma(t, \lambda) = [\mathcal{I} + \mu(t) S(t, \lambda)] z(t, \lambda) + \mu(t) \tilde{W}(t) f^\sigma(t) \]

and identity (4.8).

For \( \alpha \in \Gamma, \lambda \in \mathbb{C} \setminus \mathbb{R} \), and \( t, s \in [a, \infty)_\tau \), we define the function

\[ G(t, s, \lambda, \alpha) := \begin{cases} \tilde{Z}(t, \lambda, \alpha) X^*_+(s, \lambda, \alpha), & \text{for } t \in [a, s)_\tau, \\ X^*_+(t, \lambda, \alpha) \tilde{Z}^*(s, \lambda, \alpha), & \text{for } t \in [s, \infty)_\tau, \end{cases} \]  

(4.84)

where \( \tilde{Z}(\cdot, \lambda, \alpha) \) denotes the solution of system \( (S_\lambda) \) given in (4.29), i.e., \( \tilde{Z}(a, \lambda, \alpha) = -\mathcal{J} \alpha^* \), and \( X^*_+(\cdot, \lambda, \alpha) := X^*_+(\lambda, \alpha, M_+ \lambda) \) is the Weyl solution of \( (S_\lambda) \) as in (4.33) determined by a matrix \( M_+ \lambda \in D_+(\lambda) \). This matrix \( M_+ \lambda \in D_+(\lambda) \) is arbitrary but fixed throughout this section. By interchanging the order of the arguments \( t \) and \( s \) we have

\[ G(t, s, \lambda, \alpha) := \begin{cases} X^*_+(t, \lambda, \alpha) \tilde{Z}^*(s, \lambda, \alpha), & \text{for } s \in [a, t)_\tau, \\ \tilde{Z}(t, \lambda, \alpha) X^*_+(s, \lambda, \alpha), & \text{for } s \in (t, \infty)_\tau. \end{cases} \]  

(4.85)

In the literature the function \( G(\cdot, \cdot, \lambda, \alpha) \) is called a resolvent kernel, compare with [107, p. 283], [111, p. 15], [45, Equation (5.4)], and in this section it will play a role of the Green function.

**Lemma 4.52.** Let \( \alpha \in \Gamma \) and \( \lambda \in \mathbb{C} \setminus \mathbb{R} \). Then

\[ X^*_+(t, \lambda, \alpha) \tilde{Z}^*(s, \tilde{\lambda}, \alpha) - \tilde{Z}(t, \lambda, \alpha) X^*_+(s, \tilde{\lambda}, \alpha) = \mathcal{J} \quad \text{for all } t \in [a, \infty)_\tau. \]  

(4.86)

**Proof.** Identity (4.86) follows by a direct calculation from the definition of \( X^*_+(\cdot, \lambda, \alpha) \) via (4.33) with a matrix \( M_+ \lambda \in D_+(\lambda) \) by using formulas (4.19) and (4.66).
In the next lemma we summarize the properties of the function $G(\cdot, s, \lambda, \alpha)$, which together with Proposition 4.54 and Theorem 4.55 justifies the terminology “Green function” of the system (4.81), compare with [14, Section 4]. A discrete version of the result below can be found in [45, Lemma 5.1].

**Lemma 4.53.** Let $\alpha \in \Gamma$ and $\lambda \in \mathbb{C} \setminus \mathbb{R}$. The function $G(\cdot, s, \lambda, \alpha)$ has the following properties:

(i) $G^*(t, s, \lambda, \alpha) = G(s, t, \lambda, \alpha)$ for every $t, s \in [a, \infty)_\tau$, $t \neq s$,

(ii) $G^*(t, t, \lambda, \alpha) = G(t, t, \lambda, \alpha) - J$ for every $t \in [a, \infty)_\tau$,

(iii) for every right-scattered point $t \in [a, \infty)_\tau$ it holds

$$G(\sigma(t), \sigma(t), \lambda, \alpha) = [I + \mu(t)S(t, \lambda)]G(t, \sigma(t), \lambda, \alpha) + J,$$

(iv) for every $t, s \in [a, \infty)_\tau$ such that $t \notin T(s)$ the function $G(t, s, \lambda, \alpha)$ solves homogeneous system $(S_s)$ on the set $T(s)$, where

$$T(s) := \{ \tau \in [a, \infty)_\tau, \tau \neq \rho(s) \text{ if } s \text{ is left-scattered} \},$$

(v) the columns of $G(\cdot, s, \lambda, \alpha)$ belong to $L^2_W$ for every $s \in [a, \infty)_\tau$, and the columns of $G(t, \cdot, \lambda, \alpha)$ belong to $L^2_W$ for every $t \in [a, \infty)_\tau$.

**Proof.** Condition (i) follows from the definition of $G(\cdot, s, \lambda, \alpha)$ in (4.84). Condition (ii) is a consequence of Lemma 4.52. Condition (iii) is proven from the definition of the function $G(\sigma(t), \sigma(t), \lambda, \alpha)$ in (4.84) by using Lemma 4.52 and

$$\tilde{Z}(t, \lambda, \alpha) = \tilde{Z}'(t, \lambda, \alpha) - \mu(t)S(t, \lambda)\tilde{Z}(t, \lambda, \alpha).$$

Concerning condition (iv), the function $G(\cdot, s, \lambda, \alpha)$ solves system $(S_s)$ on $[s, \infty)_\tau$ because $X^+_s(\cdot, \lambda, \alpha)$ solves this system on $[s, \infty)_\tau$. If $s \in (a, \infty)_\tau$ is left-dense, then $G(\cdot, s, \lambda, \alpha)$ solves $(S_s)$ on $[a, s)_\tau$, since $\tilde{Z}(\cdot, \lambda, \alpha)$ solves this system on $[a, s)_\tau$. For the same reason $G(\cdot, s, \lambda, \alpha)$ solves $(S_s)$ on $[a, \rho(s)_\tau)$ if $s \in (a, \infty)_\tau$ is left-scattered. Condition (v) follows from the definition of $G(\cdot, s, \lambda, \alpha)$ in (4.84) used with $t \geq s$ and from the fact that the columns of $X^+_s(\cdot, \lambda, \alpha)$ belong to $L^2_W$, by Theorem 4.41. The columns of $G(t, \cdot, \lambda, \alpha)$ then belong to $L^2_W$ by part (i) of this lemma.

Since by Lemma 4.53(v) the columns of $G(t, \cdot, \lambda, \alpha)$ belong to $L^2_W$, the function

$$\tilde{z}(t, \lambda, \alpha) := -\int_a^\infty G(t, \sigma(s), \lambda, \alpha)\tilde{W}(s)f^\sigma(s)\Delta s, \quad t \in [a, \infty)_\tau, \quad (4.87)$$

is well defined whenever $f \in L^2_W$. Moreover, by using (4.85) we can write $\tilde{z}(t, \lambda, \alpha)$ as

$$\tilde{z}(t, \lambda, \alpha) = -X^+_s(t, t, \lambda, \alpha)\int_a^t \tilde{Z}'(s, \lambda, \alpha)\tilde{W}(s)f^\sigma(s)\Delta s$$

$$-\tilde{Z}(t, \lambda, \alpha)\int_t^\infty X^+_s(s, \lambda, \alpha)\tilde{W}(s)f^\sigma(s)\Delta s, \quad t \in [a, \infty)_\tau. \quad (4.88)$$

**Proposition 4.54.** For $\alpha \in \Gamma, \lambda \in \mathbb{C} \setminus \mathbb{R}$, and $f \in L^2_W$ the function $\tilde{z}(\cdot, \lambda, \alpha)$ defined in (4.87) solves the nonhomogeneous system (4.81) with the initial condition $\alpha \tilde{z}(a, \lambda, \alpha) = 0$. 
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Proof. By the time scales product rule (2.3) when $\Delta$-differentiating expression (4.88) we have for every $t \in [a, \infty)_\mathbb{T}$ (suppressing the dependence on $\alpha$ in the calculation below)

$$
\dot{Z}(t, \lambda) = -X_+^\alpha(t, \lambda) \int_0^\alpha \tilde{Z}^\alpha(s, \lambda) \widetilde{W}(s) f^\alpha(s) \Delta s - X_+^\alpha(t, \lambda) \tilde{Z}^\alpha(t, \lambda) \widetilde{W}(t) f^\alpha(t)
$$

$$
- \tilde{Z}(t, \lambda) \int_0^\alpha X_+^\alpha(s, \lambda) \bar{W}(s) f^\alpha(s) \Delta s + \tilde{Z}(t, \lambda) X_+^\alpha(t, \lambda) \bar{W}(t) f^\alpha(t)
$$

$$
= S(t, \lambda) \dot{Z}(t, \lambda) - [X_+^\alpha(t, \lambda) \tilde{Z}^\alpha(t, \lambda) - \tilde{Z}^\alpha(t, \lambda) X_+^\alpha(t, \lambda)] \overline{W(t)} f^\alpha(t)
$$

This shows that $\dot{Z}(\cdot, \lambda, \alpha)$ is a solution of system (4.81). From equation (4.88) with $t = a$ we get

$$
\alpha \dot{Z}(a, \lambda, \alpha) = -a \tilde{Z}(a, \lambda) \int_0^\alpha X_+^\alpha(s, \lambda) \bar{W}(s) f^\alpha(s) \Delta s = 0,
$$

where we used the initial condition $\tilde{Z}(a, \lambda, \alpha) = -\mathcal{J} \alpha^*$ and the fact $\alpha \mathcal{J} \alpha^* = 0$ coming from $\alpha \in \Gamma$.

The following theorem provides further properties of the solution $\dot{Z}(\cdot, \lambda, \alpha)$ of system (4.81). It is a generalization of [106, Lemma 4.2], [112, Theorem 7.5], [45, Theorem 5.2] to time scales.

Theorem 4.55. Let $\alpha \in \Gamma$, $\lambda \in \mathbb{C} \setminus \mathbb{R}$, and $f \in L^2_{\mathcal{W}}$. Suppose that system $(S_\lambda)$ is in the limit point or limit circle case. Then the solution $\dot{Z}(\cdot, \lambda, \alpha)$ of system (4.81) defined in (4.87) belongs to $L^2_{\mathcal{W}}$ and satisfies

$$
\left\| \dot{Z}(\cdot, \lambda, \alpha) \right\|_{\mathcal{W}} \leq \frac{1}{|\text{Im}(\lambda)|} \left\| f \right\|_{\mathcal{W}},
$$

$$
\lim_{t \to \infty} X_+^\alpha(t, \nu, \alpha) \mathcal{J} \dot{Z}(t, \lambda, \alpha) = 0 \quad \text{for every } \nu \in \mathbb{C} \setminus \mathbb{R}.
$$

Proof. To shorten the notation we suppress the dependence on $\alpha$ in all quantities appearing in this proof. Assume first that system $(S_\lambda)$ is in the limit point case. For every $r \in [a, \infty)_\mathbb{T}$, we define the function $f_r(\cdot) := f(\cdot)$ on $[a, r]_\mathbb{T}$ and $f_r(\cdot) := 0$ on $(r, \infty)_\mathbb{T}$, and the function

$$
\dot{Z}_r(t, \lambda) := -\int_a^r G(t, \sigma(s), \lambda) \bar{W}(s) f_r^\sigma(s) \Delta s = -\int_a^r G(t, \sigma(s), \lambda) \bar{W}(s) f^\alpha(s) \Delta s.
$$

For every $t \in [r, \infty)_\mathbb{T}$ we have as in (4.88) that

$$
\dot{Z}_r(t, \lambda) = -X_+^\alpha(t, \lambda) g(r, \lambda), \quad g(r, \lambda) := \int_a^r \tilde{Z}^\alpha(s, \lambda) \bar{W}(s) f^\alpha(s) \Delta s.
$$

Since by Theorem 4.41 the solution $X_+^\alpha(\cdot, \lambda) \in L^2_{\mathcal{W}}$, equation (4.91) shows that $\dot{Z}_r(\cdot, \lambda)$, being a multiple of $X_+^\alpha(\cdot, \lambda)$, also belongs to $L^2_{\mathcal{W}}$. Moreover, by Theorem 4.48,

$$
\lim_{t \to \infty} \dot{Z}_r(t, \lambda) \mathcal{J} \dot{Z}_r(t, \lambda) = g^*(r, \lambda) \lim_{t \to \infty} X_+^\alpha(t, \lambda) \mathcal{J} X_+^\alpha(t, \lambda) g(r, \lambda) \equiv 0.
$$

On the other hand, $\dot{Z}_r(a, \lambda) \mathcal{J} \dot{Z}_r(a, \lambda) = 0$ and for any $t \in [a, \infty)_\mathbb{T}$ identity (4.83) implies

$$
\dot{Z}_r(t, \lambda) \mathcal{J} \dot{Z}_r(t, \lambda) = -2i \text{Im}(\lambda) \int_a^t \dot{Z}_r^\alpha(s, \lambda) \bar{W}(s) \dot{Z}_r^\alpha(s, \lambda) \Delta s
$$

$$
+ 2i \text{Im} \left( \int_a^t \dot{Z}_r^\alpha(s, \lambda) \bar{W}(s) f^\alpha(s) \Delta s \right).
$$

\hfill \square

-58-
We will prove that (4.94) implies estimate (4.89) by the convergence argument. For any the limit point case and let solutions of system (4.93) where 

\[ \| \hat{z}(t, \lambda) \|_W^2 = \frac{1}{2 \text{Im}(\lambda)} \left| \int_a^t \hat{z}_r^a(s, \lambda) \widetilde{W}(s) \hat{z}_r^a(s, \lambda) \Delta s \right| \]

By using the Cauchy–Schwarz inequality (2.17) on time scales and \( \widetilde{W}(\cdot) \geq 0 \) we then have

\[ \| \hat{z}(t, \lambda) \|_W^2 = \frac{1}{2 \text{Im}(\lambda)} \left[ \int_a^t \hat{z}_r^a(s, \lambda) \widetilde{W}(s) f^a(s) \Delta s - \int_a^t f^a(s) \hat{z}_r^a(s, \lambda) \Delta s \right] \]

\[ \leq \frac{1}{\text{Im}(\lambda)} \left| \int_a^t \hat{z}_r^a(s, \lambda) \widetilde{W}(s) f^a(s) \Delta s \right| \]

\[ \leq \frac{1}{\text{Im}(\lambda)} \left[ \left( \int_a^t \hat{z}_r^a(s, \lambda) \widetilde{W}(s) \hat{z}_r^a(s, \lambda) \Delta s \right)^{1/2} \left( \int_a^t f^a(s) \widetilde{W}(s) f^a(s) \Delta s \right)^{1/2} \right] \]

\[ \leq \frac{1}{\text{Im}(\lambda)} \| \hat{z}(t, \lambda) \|_W \| f \|_W. \]

Since \( \| \hat{z}(t, \lambda) \|_W \) is finite by \( \hat{z}(t, \lambda) \in L^2_W \), we get from the above calculation that

\[ \| \hat{z}(t, \lambda) \|_W \leq \frac{1}{\text{Im}(\lambda)} \| f \|_W. \] (4.94)

We will prove that (4.94) implies estimate (4.89) by the convergence argument. For any \( t, r \in [a, \infty) \) we observe that

\[ \hat{z}(t, \lambda) - \hat{z}(t, \lambda) = -\int_t^\infty G(t, \sigma(s), \lambda) \widetilde{W}(s) f^a(s) \Delta s. \]

Now we fix \( q \in [a, r) \). By the definition of \( G(\cdot, \cdot, \lambda) \) in (4.84) we have for every \( t \in [a, q] \)

\[ \hat{z}(t, \lambda) - \hat{z}(t, \lambda) = -\hat{z}(t, \lambda) \int_t^q \hat{X}_r^a(\sigma(s), \lambda) \widetilde{W}(s) f^a(s) \Delta s. \] (4.95)

Since the functions \( \hat{X}_r(\cdot, \lambda) \) and \( f(\cdot) \) belong to \( L^2_W \), it follows that the right-hand side of (4.95) converges to zero as \( r \to \infty \) for every \( t \in [a, q] \). Hence, \( \hat{z}(t, \lambda) \) converges to the function \( \hat{z}(t, \lambda) \) uniformly on \( [a, q] \). Since \( \hat{z}(t, \lambda) = \hat{z}(t, \lambda) \) on \( [a, q] \), we have by \( \widetilde{W}(\cdot) \geq 0 \) and (4.94) that

\[ \int_a^q \hat{z}_r^a(s, \lambda) \widetilde{W}(s) \hat{z}_r^a(s, \lambda) \Delta s \leq \| \hat{z}_r(\lambda) \|_W^2 \leq \frac{1}{\text{Im}(\lambda)} \| f \|_W^2. \] (4.96)

Since \( q \in [a, \infty) \) was arbitrary, inequality (4.96) implies the result in (4.89). In the limit circle case inequality (4.89) follows by the same argument by using the fact that all solutions of system \((S_\lambda)\) belong to \( L^2_W \).

Now we prove the existence of the limit (4.90). Assume that the system \((S_\lambda)\) is in the limit point case and let \( \nu \in \mathbb{C} \setminus \mathbb{R} \) be arbitrary. Following the argument in the proof of [107, Lemma 4.1] and [45, Theorem 5.2], we have from identity (4.83) that for any \( r, t \in [a, \infty) \)

\[ X_r^+(t, \lambda) f(\lambda) \Delta t = X_r^+(t, \lambda) X_r^+(t, \lambda) + (\nu - \lambda) \int_0^t X_r^+(s, \lambda) \widetilde{W}(s) \hat{z}_r^a(s, \lambda) \Delta s 
\]

\[ + \int_0^t X_r^+(s, \lambda) \widetilde{W}(s) f^a(s) \Delta s. \] (4.97)
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Since for \( t \in [r, \infty) \) equality (4.91) holds, it follows that
\[
\lim_{t \to \infty} \lambda^*_+(t, \nu) \mathcal{J} \mathcal{Z}_+(t, \lambda) = - \lim_{t \to \infty} \lambda^*_+(t, \nu) \mathcal{J} \lambda^*_+(t, \lambda) g(r, \lambda) = 0.
\]
Hence, by (4.97),
\[
\lambda^*_+(a, \nu) \mathcal{J} \mathcal{Z}_+(a, \lambda) = (\lambda - \nu) \int_{a}^{\infty} \lambda^*_+(s, \nu) \mathcal{W}(s) \mathcal{Z}_+(s, \lambda) \, ds
- \int_{a}^{r} \lambda^*_+(s, \nu) \mathcal{W}(s) f(s) \, ds.
\]  
(4.98)

By the uniform convergence of \( \mathcal{Z}_+(a, \lambda) \) to \( \mathcal{Z}(\cdot, \lambda) \) on compact intervals, we get from (4.98) with \( r \to \infty \) the equality
\[
\lambda^*_+(a, \nu) \mathcal{J} \mathcal{Z}(a, \lambda) = (\lambda - \nu) \int_{a}^{\infty} \lambda^*_+(s, \nu) \mathcal{W}(s) \mathcal{Z}_+(s, \lambda) \, ds
- \int_{a}^{\infty} \lambda^*_+(s, \nu) \mathcal{W}(s) f(s) \, ds.
\]  
(4.99)

On the other hand, by (4.83) we obtain for every \( t \in [a, \infty) \)
\[
\lambda^*_+(t, \nu) \mathcal{J} \mathcal{Z}(t, \lambda) = \lambda^*_+(a, \nu) \mathcal{J} \mathcal{Z}(a, \lambda) + (\nu - \lambda) \int_{a}^{t} \lambda^*_+(s, \nu) \mathcal{W}(s) \mathcal{Z}_+(s, \lambda) \, ds
+ \int_{a}^{t} \lambda^*_+(s, \nu) \mathcal{W}(s) f(s) \, ds.
\]  
(4.100)

Upon taking the limit in (4.100) as \( t \to \infty \) and using equality (4.99) we conclude that the limit in (4.90) holds true.

In the limit circle case the limit in (4.90) can be proved similarly as above, because all the solutions of \((S)\) now belong to \( L^2_{\mathcal{W}}\). However, in this case we can apply a direct argument to show that (4.90) holds. By formula (4.88) we get for every \( t \in [a, \infty) \)
\[
\lambda^*_+(t, \nu) \mathcal{J} \mathcal{Z}(t, \lambda) = - \lambda^*_+(t, \nu) \mathcal{J} \lambda^*_+(t, \lambda) \int_{a}^{t} \mathcal{Z}_+(s, \lambda) \mathcal{W}(s) f(s) \, ds
- \lambda^*_+(t, \nu) \mathcal{J} \mathcal{Z}(t, \lambda) \int_{a}^{\infty} \lambda^*_+(s, \lambda) \mathcal{W}(s) f(s) \, ds.
\]  
(4.101)

The limit of the first term in (4.101) is zero because \( \lambda^*_+(t, \nu) \mathcal{J} \lambda^*_+(t, \lambda) \) tends to zero for \( t \to \infty \) by (4.72), and it is multiplied by a convergent integral as \( t \to \infty \). Since the columns of \( \mathcal{Z}(\cdot, \lambda) \) belong to \( L^2_{\mathcal{W}} \), the function \( \lambda^*_+(\cdot, \nu) \mathcal{Z}(\cdot, \lambda) \) is bounded on \([a, \infty) \) and it is multiplied by an integral converging to zero as \( t \to \infty \). Therefore, formula (4.90) follows. 

In the last result of this chapter we construct another solution of the nonhomogeneous system (4.81) satisfying condition (4.90) and such that it starts with a possibly nonzero initial condition at \( t = a \). It can be considered as an extension of Theorem 4.55.

**Corollary 4.56.** Let \( \alpha \in \Gamma \) and \( \lambda \in \mathbb{C} \setminus \mathbb{R} \). Assume that \((S)\) is in the limit point or limit circle case. For \( f \in L^2_{\mathcal{W}} \) and \( \nu \in \mathbb{C}^n \) we define
\[
\mathcal{Z}(t, \lambda, \alpha) := \lambda^*_+(t, \lambda, \alpha) \nu + \mathcal{Z}(t, \lambda, \alpha) \quad \text{for all } t \in [a, \infty),
\]  
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where $\tilde{z}(\cdot, \lambda, \alpha)$ is given in (4.87). Then $\tilde{z}(\cdot, \lambda, \alpha)$ solves system (4.81) with $\alpha \tilde{z}(a, \lambda, \alpha) = \nu$.

$$\| \tilde{z}(\cdot, \lambda, \alpha) \|_{L^2_W} \leq \frac{1}{|\text{Im}(\lambda)|} \| f \|_{L^2_W} + \| \mathcal{X}^+_{\alpha}(\cdot, \lambda, \alpha) \nu \|_{L^2_W}, \quad (4.102)$$

$$\lim_{\nu \to \infty} \mathcal{X}^+_{\alpha}(t, \nu, \alpha) J \tilde{z}(t, \lambda, \alpha) = 0 \quad \text{for every } \nu \in \mathbb{C} \setminus \mathbb{R}. \quad (4.103)$$

In addition, if system $(S_{\lambda})$ is in the limit point case, then $\tilde{z}(\cdot, \lambda, \alpha)$ is the only $L^2_W$ solution of (4.81) satisfying $\alpha \tilde{z}(a, \lambda, \alpha) = \nu$.

**Proof.** As in the previous proof we suppress the dependence on $\alpha$. Since the function $\mathcal{X}^+_{\alpha}(\cdot, \lambda) \nu$ solves $(S_{\lambda})$, it follows from Proposition 4.54 that $\tilde{z}(\cdot, \lambda, \alpha)$ solves the system (4.81) and $\alpha \tilde{z}(a, \lambda) = \alpha \mathcal{X}^+_{\alpha}(a, \lambda) \nu = \nu$. Next, $\tilde{z}(\cdot, \lambda) \in L^2_W$ as a sum of two $L^2_W$ functions. The limit in (4.103) follows from the limit (4.90) of Theorem 4.55 and from identity (4.72), because

$$\lim_{\nu \to \infty} \mathcal{X}^+_{\alpha}(t, \nu, \alpha) J \tilde{z}(t, \lambda, \alpha) = \lim_{\nu \to \infty} \{ \mathcal{X}^+_{\alpha}(t, \nu) J \mathcal{X}^+_{\alpha}(t, \lambda) \nu + \mathcal{X}^+_{\alpha}(t, \nu) J \tilde{z}(t, \lambda) \} = 0.$$

Inequality (4.102) is obtained from estimate (4.89) by the triangle inequality.

Now we prove the uniqueness of $\tilde{z}(\cdot, \lambda)$ in the case of $(S_{\lambda})$ being of the limit point type. If $z_1(\cdot, \lambda)$ and $z_2(\cdot, \lambda)$ are two $L^2_W$ solutions of (4.81) satisfying $\alpha z_1(a, \lambda) = \nu = \alpha z_2(a, \lambda)$, then their difference $z(\cdot, \lambda) := z_1(\cdot, \lambda) - z_2(\cdot, \lambda)$ also belongs to $L^2_W$ and solves system $(S_{\lambda})$ with $\alpha z(\cdot, \lambda) = 0$. Since $z(\cdot, \lambda) = \Psi(\cdot, \lambda) c$ for some $c \in \mathbb{C}^{2n}$, the initial condition $\alpha z(\cdot, \lambda) = 0$ implies through (4.26) that $z(\cdot, \lambda) = \tilde{z}(\cdot, \alpha) d$ for some $d \in \mathbb{C}^n$. If $d \neq 0$, then $z(\cdot, \lambda) \notin L^2_W$, because in the limit point case the columns of $\tilde{z}(\cdot, \lambda)$ do not belong to $L^2_W$, which is a contradiction. Therefore, $d = 0$ and the uniqueness of $\tilde{z}(\cdot, \lambda)$ is established. \hfill \blacksquare

### 4.7 Bibliographical notes

More details about the Hermitian components of a given matrix $M$ can be found [75, pp. 268–269], see also [23, Fact 3.5.24]. For the proof of Proposition 4.15 we refer to [116, Section 5], [31, Corollary 1], [150, Theorem 3.6]. Moreover, since it is more appropriate and better-arranged, the references for special cases of the statements established in this chapter are given through the text.

We recall the fact that the results from this chapter were obtained by R. Šimon Hilscher and the author in [145] as a generalization of the Weyl–Titchmarsh theory developed for the discrete symplectic systems by S. L. Clark and the author in [45].
Chapter 5

SECOND ORDER STURM–LIOUVILLE
EQUATIONS ON TIME SCALES

In this chapter we are interested in the second order Sturm–Liouville equations on time scales which are the most special, the simplest, and the most illustrative case of symplectic dynamic systems. In the continuous time case, Sturm–Liouville differential equations of the second order have the form

\[ (p(t)y')' + q(t)y = 0, \quad (5.1) \]

while in the discrete time case, the second order Sturm–Liouville difference equations are known in the form

\[ \Delta(p_k \Delta y_k) + q_k y_{k+1} = 0. \quad (5.2) \]

There is not a unique analogue of these equations in the time scale theory. Basic properties were developed for the following dynamic equations

\[ \left(p(t)y^\Delta\right)^\nabla + q(t) y = 0, \quad \left(p(t)y^\Delta\right)^\nabla + q(t) y = 0, \quad \text{and} \quad \left(p(t)y^\Delta\right)^\nabla + q(t) y^\sigma = 0, \quad (5.3) \]

which reduce to (5.1) and (5.2), if \( T = \mathbb{R} \) and \( T = \mathbb{Z} \), respectively. Although different equations from (5.3) provide some advantage over the others in some calculations, we will see in this chapter that all dynamic equations displayed in (5.3) are justifiable in the theory of dynamic equations. In addition, equations (5.3)(i) and (5.3)(ii) are essentially equivalent and, moreover, it is becoming apparent that these equations are more convenient for the investigation, because they are self-adjoint – in the functional-analytic sense – whereas equation (5.3)(iii) is not, see [47, (c) p. 5] and also [46].

In each section of this chapter we present new results achieved for different forms of Sturm–Liouville dynamic equations in (5.3). More specifically, in the following section we characterize the domains of the Krein–von Neumann and Friedrichs extensions of operators associated with equation (5.3)(i). In Section 5.2 we introduce the concept of critical, subcritical, and supercritical operators in connection with equation (5.3)(ii).
Finally, in the last section we present the Weyl–Titchmarsh theory for dynamic equations of the second order with the left-hand side in the same form as in (5.3)(iii).

5.1 Krein–von Neumann and Friedrichs extensions for second order operators on time scales

The Friedrichs extension of linear differential operators was investigated in the literature intensively, especially for operators associated with the Sturm–Liouville equations. This theory was initiated in [73], where Friedrichs showed that for a symmetric, densely defined, linear operator \( L \) which is bounded below in a Hilbert space \( H \), there exists a self-adjoint extension of \( L \) with the same lower bound. Such an extension was called "ausgezeichnet" (=excellent) and is known as the Friedrichs extension of \( L \). In this context the Friedrichs extension and its domain are denoted by \( L_F \) and \( D_F \), respectively. The outstanding role of this extension in physics was illustrated in [161, Figure 5.1, p. 255].

The first characterization of the domain of the Friedrichs extension of the operator defined by the second order Sturm–Liouville equation on a finite interval was given in [74], where it is shown that it can be determined by the Dirichlet boundary conditions. About the same time Freudenthal presented in [72] the following description of the domain of \( L_F \):

\[
D_F = \{ y \in D_{\text{max}} : \exists y_s \in D_{\text{min}} \text{ with } y_s \to y \text{ in } H \text{ as } s \to \infty \text{ and } \langle L[y_s - y_r], y_s - y_r \rangle \to 0 \text{ as } s, r \to \infty \}, \tag{5.4}
\]

which will be used in the proof of our main result about the Friedrichs extension, i.e., of Theorem 5.5. Moreover, this characterization is regarded as the definition of the Friedrichs extension (as an operator with the given domain) in some publications, see, e.g., [165, Definition 10.5.1] or [126, Definition 3.1]. Rellich observed in [136] that functions in the domain of \( L_F \) behave near \( \pm \infty \) like the recessive (or principal) solution of a certain disconjugate equation associated with \( L \). Other investigations of \( L_F \) which extend the Friedrichs’ result from 1936 can the reader find, e.g., in [110, 125, 139]. The question of the uniqueness of the Friedrichs extension was answered by Krein in [117]. Friedrichs extension of a singular differential operator on a finite and an infinite interval by using the recessive solution was given in [120]. An overview of the theory of the Friedrichs extension for operators associated with the second order Sturm–Liouville equation can be found in [165, Section 10.5].

The Friedrichs extension of linear difference operators connected with the second order Sturm–Liouville difference equations was considered in [20, 35, 128, 143]. The main motivation for this section lies in the results from [35]. In this reference, the authors deal with a positive linear operator defined by a three terms difference equation and characterize the domains of its Krein–von Neumann and Friedrichs extensions via the corresponding recessive solution. This result was extended to operators associated with the \( 2n \)-th order Sturm–Liouville difference equations in [55].

The Krein–von Neumann (called also only Krein or only von Neumann) extension was developed as an analogue of the Friedrichs extension. In the continuous case, it was shown in [117, Theorem 2, p. 492] that the Friedrichs and the Krein–von Neumann extensions play extremal roles in the spectral theory of the given symmetric, densely defined, linear operator which is bounded below. Indeed, the Friedrichs extension is the greatest self-adjoint extension of the operator (Krein used the terminology the “hard” extension) and the Krein–von Neumann extension is the smallest self-adjoint extension.
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of the operator (Krein called it as the “soft” extension). Moreover, the domain of the Krein–von Neumann extension can be characterized similarly to (5.4), see [11, Corollary 2].

5.1.1 Preliminaries on equation (5.3)(i)

In this section, we deal with operator \( L[x](t) \) associated with the second order dynamic equation on a time scale unbounded above, i.e.,

\[
L[x](t) = 0, \quad \text{where } L[x](t) := \left( p(t) x^\Delta \right)^\nabla + q(t) x, \quad t \in [a, \infty)_\tau,
\]

(5.5)

where \( p(\cdot) \) is continuous on \([a, \infty)_\tau\), \( q \in C_{\text{pld}} \) on \([a, \infty)_\tau\), and \( p, q \) are real-valued functions such that

\[
\inf_{t \in [a,b)_\tau} |p(t)| > 0 \quad \text{for all } \ b \in (a, \infty)_\tau
\]

holds. Additionally, the following equations

\[
\begin{align*}
    x^\Delta^\nabla + a_1(t) x^\nabla + a_2(t) x &= 0, \\
    x^\Delta^\nabla + b_1(t) x^\Delta + b_2(t) x &= 0, \\
    x^\Delta^\nabla + c_1(t) x^\nabla + a_2(t) x^\rho &= 0
\end{align*}
\]

(5.6)

can be given in the form (5.5) under some additional conditions regarding the smoothness and the regressivity of the coefficients. Now, we denote the set

\[
\mathbb{D}_{\Delta^\nabla} := \left\{ x : [a, \infty)_\tau \to \mathbb{C}, \ x \in C^1_{\text{pld}} \text{ and } (p x^\Delta)(\cdot) \in C^1_{\text{pld}} \right\}
\]

and by a solution of equation (5.5) we mean a function \( x \in \mathbb{D}_{\Delta^\nabla} \) satisfying this equation for all \( t \in [a(a), \infty)_\tau \). For any \( t_0 \in [a, \infty)_\tau \) and any given constants \( x_0, x_1 \in \mathbb{C} \) the initial value problem

\[
L[x](t) = 0, \quad x(t_0) = x_0, \quad x^\Delta(t_0) = x_1
\]

(5.7)

possesses a unique solution on \([a, \infty)_\tau\).

In connection with equation (5.5), we define the inner product of functions \( x(\cdot) \) and \( y(\cdot) \) by

\[
\langle x, y \rangle := \int_a^\infty \overline{x}(t) y(t) \nabla t.
\]

We consider the Hilbert space \( L^2 := L^2([a, \infty)_\tau) \). Moreover, we suppose that equation (5.5) is in the limit circle case, i.e., with respect to Definition 4.46, there are two linearly independent solutions of (5.5) in \( L^2 \).

If \( x, y : \mathbb{T} \to \mathbb{C} \) are \( \Delta \)-differentiable functions on \( \mathbb{T}^\kappa \), then we define their Wronskian by

\[
W[x, y](t) := \overline{x}(t) y^\Delta(t) - \overline{x^\Delta}(t) y(t) \quad \text{for all } t \in \mathbb{T}^\kappa
\]

and the Lagrange bracket by

\[
[x, y](t) := p(t) W[x, y](t) \quad \text{for all } t \in \mathbb{T}^\kappa.
\]

(5.8)

It is known that for any \( x, y : [a, \infty)_\tau \to \mathbb{C} \) such that \( x, y \in \mathbb{D}_{\Delta^\nabla} \) the so-called Lagrange identity (or Green’s formula) holds, i.e.,

\[
\langle x, L[y] \rangle - \langle L[x], y \rangle = \left[ p(t) W[x, y](t) \right]_a^\infty,
\]

(5.9)
where \([p(t)W[x,y](t)]^\infty := \lim_{t \to \infty} p(t)W[x,y](t)\). The calculation is based on formulas (2.16) and (2.15). It is natural fact that the Lagrange bracket of any two solutions of (5.5) is independent of \(t\). Moreover, two solutions \(x, y\) of (5.5) are linearly independent on \([a, \infty)_\mathbb{T}\) if and only if \(W[x,y](t) \neq 0\) for some (and hence for any) \(t \in [a, \infty)_\mathbb{T}\).

By a straightforward calculation and using identities (2.14) and (2.10) we obtain for any function \(x \in \mathcal{D}_{\Delta \nabla} \cap L^2\) that

\[
\langle x, L[x] \rangle = \mathcal{F}_{\Delta \nabla}(x) - \left[p(t)\bar{\mathcal{X}}(t)x^\Delta(t)\right]^\infty,
\]

where \(\mathcal{F}_{\Delta \nabla}(x) := \int_a^\infty \left\{ q(t)\left| x(t) \right|^2 - p(t)\left| x^\nabla(t) \right|^2 \right\} \nabla t \)

is the so-called quadratic functional associated with equation (5.5).

A solution \(x_\mathbb{P} : [a, \infty)_\mathbb{T} \to \mathbb{R}\) of equation (5.5), which is given by the initial conditions

\[
x_{\mathbb{P}}(a) = 0, \quad x^\Delta_{\mathbb{P}}(a) = \frac{1}{p(a)},
\]

is called the principal solution and a solution \(x_\mathbb{A} : [a, \infty)_\mathbb{T} \to \mathbb{R}\) of equation (5.5), which satisfies

\[
x_\mathbb{A}(a) = -1, \quad x^\Delta_\mathbb{A}(a) = 0,
\]

is called the associated solution. From initial conditions (5.11), (5.12) and from the constancy of the Lagrange bracket it follows that \(x_\mathbb{P}(t)\) and \(x_\mathbb{A}(t)\) are linearly independent with \(W[x_\mathbb{P}, x_\mathbb{A}](a) = \frac{1}{p(a)}\). Thus, \([x_\mathbb{P}, x_\mathbb{A}] : \{\} \equiv 1\). Since equation (5.5) is supposed to be in the limit circle case, we have \(x_\mathbb{P}, x_\mathbb{A} \in L^2\). Moreover, it can be verified by a direct computation that for any \(\nabla\)-differentiable functions \(x, y : [a, \infty)_\mathbb{T} \to \mathbb{C}\) the so-called bracket decomposition

\[
[x, y](t) = [x, x_\mathbb{P}](t)[x_\mathbb{A}, y](t) - [x, x_\mathbb{A}](t)[x_\mathbb{P}, y](t)
\]

holds true. A solution \(u(\cdot)\) of equation (5.5) such that

\[
\lim_{t \to \infty} u(t) = 0
\]

is satisfied for any solution \(x(\cdot)\) of (5.5) which is linearly independent with \(u(\cdot)\) and eventually \(x(t) \neq 0\), is called the recessive solution at \(+\infty\). The existence of the recessive solution is implied by the nonoscillation of equation (5.5) or by the positivity of the quadratic functional \(\mathcal{F}(x)\), where \(x \in C^1_{[a, \infty)}(a) = 0\), and eventually \(x(t) \equiv 0\).

Finally, the following lemma is a very useful tool for the proof of the main result of this section.

Lemma 5.1. For \(s \in (a, \infty)_\mathbb{T}\), let \(x_\mathbb{s} : [a, \infty)_\mathbb{T} \to \mathbb{C}\) be the solution of (5.5) such that \(x_\mathbb{s}(a) = 1\) and \(x_\mathbb{s}(s) = 0\). Then

\[
x_\mathbb{s}(t) = -x_\mathbb{A}(t) + \frac{x_\mathbb{s}(s)}{x_\mathbb{P}(s)} x_\mathbb{P}(t) \quad \text{and} \quad \lim_{s \to \infty} x_\mathbb{s}(t) = -x_\mathbb{A}(t) + \alpha x_\mathbb{P}(t) = u(t),
\]

where \(\alpha := \lim_{s \to \infty} \frac{x_\mathbb{s}(s)}{x_\mathbb{P}(s)}\) and \(u(\cdot)\) is the recessive solution of (5.5) at \(+\infty\).
5.1.2 Main results

In this subsection we establish our main results about the Krein–von Neumann and Friedrichs extensions of the operator $\mathcal{L}$ defined by the dynamic equation (5.5). Let us denote

$$\mathcal{D}_{\max} := \{ x \in \mathbb{D}_{\Delta V} \cap L^2 : \mathcal{L}[x] \in L^2 \},$$

$$\mathcal{D}_0^\prime := \{ x \in \mathbb{D}_{\Delta V} \cap L^2 : \text{supp} x \subseteq (a, \infty) \}.$$  

It can be verified that the set $\mathcal{D}_0^\prime$ is dense in $L^2$ and as a consequence of the Lagrange identity (5.9) we have that $\mathcal{L}$ defines a symmetric operator on $\mathcal{D}_0^\prime$. The maximal operator $\mathcal{L}_{\max}$ generated by $\mathcal{L}$ is defined as $\mathcal{L}_{\max} : \mathcal{D}_{\max} \to L^2$, $\mathcal{L}_{\max}[x](t) := \mathcal{L}[x](t)$, and then the minimal operator is the closure of the restriction of the maximal operator to the set $\mathcal{D}_0^\prime$. The domain of this minimal operator is denoted by $\mathcal{D}_{\min}$. We note that an operator generated by $\mathcal{L}$ with the domain $\mathcal{D}_0^\prime$ is said to be the pre-minimal operator. It follows from the definition $\mathcal{D}_0^\prime$ that $x(a) = 0$ for any $x \in \mathcal{D}_{\min}$ and $\mathcal{L}_{\min} = \mathcal{L}_{\max}^*$ (the adjoint operator in $L^2$), i.e.,

$$\langle \mathcal{L}[x], y \rangle = \langle x, \mathcal{L}[y] \rangle \quad \text{for all } x \in \mathcal{D}_{\min} \text{ and } y \in \mathcal{D}_{\max}.$$  \quad (5.15)

For any $x, y \in \mathcal{D}_{\max}$ both inner products in the left-hand side of equation (5.9) are finite (due to the fact that all the elements are in $L^2$), so the limit

$$[x, y]_\infty := \lim_{t \to \infty} [x, y](t) = \langle x, \mathcal{L}[y] \rangle - \langle \mathcal{L}[x], y \rangle + [x, y](a)$$  \quad (5.16)

exists and is finite. By using that $[x, y](a) = 0$ for any $x \in \mathcal{D}_{\min}, y \in \mathcal{D}_{\max}$, identities (5.15) and (5.16) yield that it is possible to describe the domain of the minimal operator explicitly as

$$\mathcal{D}_{\min} = \{ x \in \mathcal{D}_{\max} : x(a) = 0, [x, y]_\infty = 0 \text{ for every } y \in \mathcal{D}_{\max} \},$$

which corresponds to the continuous time result in [144, p. 6] and to discrete time result in [35, p. 183]. Moreover, by using identity (5.13) we get

$$\mathcal{D}_{\min} = \{ x \in \mathcal{D}_{\max} : x(a) = 0, [x, x_a]_\infty = 0 = [x, x_p]_\infty \}.$$

For any $h \in \mathbb{R} \cup \{ \infty \}$ we denote by $\mathcal{L}_h$ the extension of $\mathcal{L}_{\min}$ with the domain

$$\mathcal{D}_h := \mathcal{D}(\mathcal{L}_h) = \{ x \in \mathcal{D}_{\max} : x(a) = 0, [x, x_a]_\infty - h [x, x_p]_\infty = 0 \}, \quad h \in \mathbb{R},$$

$$\mathcal{D}_\infty := \mathcal{D}(\mathcal{L}_\infty) = \{ x \in \mathcal{D}_{\max} : x(a) = 0, [x, x_p]_\infty = 0 \}, \quad h = \infty.$$

Remark 5.2. Note that the value of $x(a)$ for $x \in \mathcal{D}_h$ or $x \in \mathcal{D}_\infty$ is irrelevant as in [35]. Hence, without loss of generality we can take it to be zero. Indeed, if $x(a) \neq 0$ and the point $a$ is right-dense, then it is possible to modify the function $x(\cdot)$ by a suitable function with a compact support to obtain the desired value $x(a) = 0$, see [120, pp. 415-418]. If $x(a) \neq 0$ and the point $a$ is right-scattered, then we can extend the time scale interval $[a, \infty)_T$ by a right-scattered point $a_0 := a - 1$ in order to get $x(a_0) = 0$ without any change of the value of the corresponding quadratic functional. Now, if the function $x(t)$ has to be a solution of equation (5.5) on the interval $[a_0, \infty)_T$, we define

$$p(a_0) := \left[ p(a)x^2(a) + q(a)x(a) \right] / x(a)$$

while the value of $q(a_0)$ can be chosen arbitrary.
By simple calculations and with respect to Remark 5.2, it can be shown that $x_A - h x_P \in \mathcal{D}_h$ (when $h \in \mathbb{R}$) or $x_P \in \mathcal{D}_\infty$ (when $h = \infty$). Moreover, for $x, y \in \mathcal{D}_h$ the bracket decomposition (5.13) implies that $[x, y]_\infty = 0$. Hence, the Lagrange identity (5.9) yields that $\mathcal{L}_h$ is symmetric, i.e., $\langle \mathcal{L}_h[x], y \rangle = \langle x, \mathcal{L}_h[y] \rangle$ for every $x, y \in \mathcal{D}_h$. If $x \in \mathcal{D}(\mathcal{L}_h^*)$ we have

$$\langle \mathcal{L}_h[y], x \rangle = \langle y, \mathcal{L}_h[x] \rangle \quad \text{for all } y \in \mathcal{D}_h,$$

i.e., $\mathcal{L}_h$ is a self-adjoint operator. In particular,

$$[x, x_A]_\infty - h[x, x_P]_\infty = \langle x, \mathcal{L}_h[x_A - h x_P] \rangle - \langle \mathcal{L}_\max[x], x_A - h x_P \rangle = 0$$

and consequently $x \in \mathcal{D}_h$. It is easily seen that $\mathcal{D}(\mathcal{L}_h) \neq \mathcal{D}(\mathcal{L}_h')$ when $h \neq h'$. Moreover, in accordance with the continuous and discrete time theory we can say that every self-adjoint extension of $\mathcal{L}_{\min}$ has the form $\mathcal{L}_h$ for some $h \in \mathbb{R} \cup \{\infty\}$, see, e.g., [151, Section 2.6, Lemma 2.20].

We now define the Krein–von Neumann extension $\mathcal{L}_K$ to be a self-adjoint extension of $\mathcal{L}_{\min}$ with the domain

$$\mathcal{D}(\mathcal{L}_K) := \mathcal{D}_{\min} + \mathcal{N},$$

where $\mathcal{N}$ is the null space of $\mathcal{L}_\max$. The following result is a consequence of the previous discussion.

**Theorem 5.3.** The domain of the Krein–von Neumann extension of $\mathcal{L}_{\min}$ corresponds to $h = 0$, i.e.,

$$\mathcal{D}(\mathcal{L}_K) = \{ x \in \mathcal{D}_{\max} : x(a) = 0, \, [x, x_A]_\infty = 0 \}.$$

**Proof.** From the previous discussion it follows that $\mathcal{D}(\mathcal{L}_0)$ is the domain of a self-adjoint extension of $\mathcal{L}_{\min}$. We have to show that $\mathcal{D}(\mathcal{L}_K) \subseteq \mathcal{D}(\mathcal{L}_0)$. Obviously, $x_A \in \mathcal{N} \subseteq \mathcal{D}(\mathcal{L}_K)$, so that for any $x \in \mathcal{D}(\mathcal{L}_K)$ we have

$$[x, x_A]_\infty = \langle x, \mathcal{L}_\max[x_A] \rangle - \langle \mathcal{L}_\max[x], x_A \rangle = \langle x, \mathcal{L}_K[x_A] \rangle - \langle \mathcal{L}_K[x], x_A \rangle = 0,$$

where we apply the self-adjointness of the operator $\mathcal{L}_K$ in the last equality. \hfill \blacksquare

Now, we assume that the minimal operator is bounded below (positive), i.e., there exists $\varepsilon > 0$ such that

$$\langle \mathcal{L}[x], x \rangle \geq \varepsilon \langle x, x \rangle \quad \text{for all } x \in \mathcal{D}_{\min}. \quad (5.17)$$

This assumption is not really restrictive, since, e.g., the nonoscillation of equation (5.5) implies that the operator $\mathcal{L}_{\min}$ is bounded below, see (5.10), i.e., $\langle \mathcal{L}[x], x \rangle \geq \gamma \langle x, x \rangle$ holds for some constant $\gamma \in \mathbb{R}$. The construction of the Friedrichs extension then applies to the operator $\mathcal{L}_{\min} - (\gamma - \varepsilon)I$ for a suitable $\varepsilon > 0$, where $I$ denotes the identity operator.

**Remark 5.4.** We have the following inclusions

$$\mathcal{D}_0 \subseteq \mathcal{D}_{\min} \subseteq \mathcal{D}_F \subseteq \mathcal{D}_{\max}.$$

Moreover, let $q = q_\pm := \dim \text{Ker}(\mathcal{L}_{\min} \pm iI)$ be the deficiency indices of the minimal operator $\mathcal{L}_{\min}$. If $q = 0$, then the operator $\mathcal{L}_{\min}$ is self-adjoint and $\mathcal{D}_{\min} = \mathcal{D}_F$.

**Theorem 5.5.** Assume that (5.17) holds true and that equation (5.5) possesses the recessive solution $u(\cdot)$. Then $u(\cdot)$ belongs to the domain of the Friedrichs extension of the operator $\mathcal{L}_{\min}$.
5.1. Krein–von Neumann and Friedrichs extensions for second order operators on time scales

Proof. Let the assumptions of the theorem be satisfied. For $s \in [a, \infty)_\tau$ we consider the function $y_s(\cdot)$ defined by

$$y_s(t) := \begin{cases} x_s(t), & \text{for } t \in [a, s]_\tau, \\ 0, & \text{otherwise}, \end{cases}$$

where $x_s(t)$ is defined in Lemma 5.1. With respect to Remark 5.2, we conclude $y_s \in \mathcal{D}_{\min}$.

From Lemma 5.1 we know that $y_s(t) \to u(t)$ as $s \to \infty$. Hence, for each $t \in [a, \infty)_\tau$, $r > s$, $r \in \mathbb{T}$, we obtain

$$\langle \mathcal{L}[y_r - y_s], y_r - y_s \rangle = \int_a^\infty \left\{ y_s \mathcal{T}[y_s] - y_r \mathcal{T}[y_s] - y_s \mathcal{T}[y_r] + y_r \mathcal{T}[y_r] \right\} \nabla t.$$

Now we distinguish the character of the point $s \in [a, \infty)_\tau$. First, let $s$ be a left-scattered point. Then we have

$$\langle \mathcal{L}[y_r - y_s], y_r - y_s \rangle = \int_a^{\rho(s)} \left\{ y_s \mathcal{T}[y_s] - y_r \mathcal{T}[y_s] - y_s \mathcal{T}[y_r] \right\} \nabla t$$

$$+ \int_{\rho(s)}^s \left\{ y_s \mathcal{T}[y_s] - y_r \mathcal{T}[y_s] - y_s \mathcal{T}[y_r] \right\} \nabla t$$

$$+ \int_s^{\infty} \left\{ y_s \mathcal{T}[y_s] - y_r \mathcal{T}[y_s] - y_s \mathcal{T}[y_r] \right\} \nabla t$$

$$+ \int_a^r y_r \mathcal{T}[y_r] \nabla t + \int_r^{\infty} y_r \mathcal{T}[y_r] \nabla t$$

$$= -\nu(s) y_r(s) \mathcal{T}[y_s](s)$$

$$= -\nu(s) x_r(s) \left[ (p(s) y_s^2(s))^\nabla + q(s)y_s(s) \right]$$

$$= x_r(s) p^\rho(s) \left( -x_\lambda^A(\rho(s)) + \frac{x_\lambda(s)}{x_p(s)} x_\lambda^B(\rho(s)) \right)$$

$$= -\frac{x_r(s)}{x_p(s)},$$

where we used the fact that $x_r(t)$ and $x_s(t)$ are solutions of equation (5.5), the constancy of the Lagrange bracket, and the following computation

$$1 = p(s) W[x_p, x_\lambda](s) = p^\rho(s) W[x_p, x_\lambda](\rho(s))$$

$$= p^\rho(s) \left\{ x_p(s) x_\lambda^A(\rho(s)) - x_\lambda(s) x_\lambda^B(\rho(s)) \right\}.$$

Moreover, the first identity in (5.14) yields

$$-\frac{x_r(s)}{x_p(s)} = -\frac{x_\lambda(s) + \frac{x_r(r)}{x_p(r)} x_p(s)}{x_p(s)} = \frac{x_\lambda(s)}{x_p(s)} - \frac{x_\lambda(r)}{x_p(r)} \to 0 \quad \text{for } r, s \to \infty.$$

Next, let the point $s$ be left-dense and consider a left-sequence $\{s_k\}_{k=1}^\infty$ such that $s_k \not< s$.

...
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Then we calculate

\[
\langle L[y_I,y_S], y_I - y_S \rangle = \int_a^b \{ y_S L[y_S] - y_I L[y_I] - y_S L[y_I] \} \nabla t + \int_a^\infty \{ y_I L[y_I] \Delta t + \int_a^\infty y_I L[y_I] \nabla t \}
\]

\[
= \lim_{k \to \infty} \int_a^k \{ y_S L[y_S] - y_I L[y_I] - y_S L[y_I] \} \nabla t = 0.
\]

Hence, with respect to the Freudenthal’s characterization displayed in (5.4) we proved that the recessive solution \( u(\cdot) \) belongs to the domain of the Friedrichs extension of the minimal operator, i.e., \( u \in D(L_F) \). ■

As a direct consequence of the previous theorem we obtain the following.

**Theorem 5.6.** Assume that (5.17) holds true and that equation (5.5) possesses the recessive solution \( u(\cdot) \). Then the domain of the Friedrichs extension of the minimal operator \( L_{\text{min}} \) corresponds to \( h = \alpha \), where \( \alpha \) is from Lemma 5.1, i.e.,

\[
D(L_F) = \{ x \in D_{\text{max}} : x(a) = 0 \text{ and } [x, u]^\infty = 0 \}.
\]

**Proof.** The statement follows directly from Theorem 5.5 and from the Lagrange identity in (5.9). ■

5.2 Critical second order operators on time scales

In this section we extend to time scales the discrete time result given in [77], where the theory of critical operators was investigated and were also discussed the connection between the Friedrichs extension and this theory. The concept of critical operators was recently studied in the continuous time case, e.g., in [76, 123, 129]. Let us recall the definition of critical operators as introduced in [77] and the main result of that paper which deals with the second order Sturm–Liouville difference equation

\[
-\Delta(a_k \Delta y_{k-1}) + c_k y_k = 0, \quad a_k > 0, k \in \mathbb{Z},
\]

and the corresponding three-term symmetric recurrence relation

\[
\tau(y) = 0, \quad \text{where } \tau(y) := -a_{k+1} y_{k+1} + b_k y_k - a_k y_{k-1} \quad \text{and} \quad b_k = a_{k+1} + a_k + c_k.
\]

**Definition 5.7.** Let (5.18) be disconjugate on \( \mathbb{Z} \), i.e., \( \tau \geq 0 \). We say that the operator \( \tau \) is critical if the recessive solutions at \( \infty \) and \( -\infty \) are linearly dependent, in the opposite case \( \tau \) is said to be subcritical. If \( \tau \not\geq 0 \), i.e., (5.18) is not disconjugate, \( \tau \) is said to be supercritical.

**Theorem 5.8.** The following statements are equivalent.

(i) The operator \( \tau \) is critical on \( \mathbb{Z} \).
(ii) For any $\epsilon > 0$ and $m \in \mathbb{Z}$, the operator $\hat{\tau}$ which we get from $\tau$ by replacing $a_m$ by $a_m - \epsilon$, is supercritical on $\mathbb{Z}$, i.e., $\hat{\tau} \nless 0$.

(iii) For any $\epsilon > 0$ and $m \in \mathbb{Z}$, the operator $\tilde{\tau}$ which we get from $\tau$ by replacing $b_m$ by $b_m + \epsilon$, is supercritical on $\mathbb{Z}$, i.e., $\tilde{\tau} \nless 0$.

In [77], the authors used a matrix operator associated with (5.19) and proved Theorem 5.8 by a construction of solutions of (5.18). More recently in [56], this result was extended to $2n$-order Sturm–Liouville difference operators, where the variational approach was used. We use a similar technique to prove the main result of this section.

### 5.2.1 Preliminaries on equation (5.3) (ii)

In this section we consider an unbounded time scale, i.e., $(-\infty, \infty)$, and the operator $\mathcal{M}[x] \mid t$ associated with the equation given by

$$
- \left( p(t) x^\Delta \right)^2 + q(t) x = 0, \quad \text{i.e.,} \quad \mathcal{M}[x] \mid t := - \left( p(t) x^\Delta \right)^\Delta + q(t) x \quad (5.20)
$$

where $p$ is continuous and positive, $q$ is rd-continuous, and $p, q$ are real-valued functions on $(-\infty, \infty)$. Let us introduce a set

$$
\mathcal{D}_x := \left\{ x : (-\infty, \infty) \rightarrow \mathbb{R}, \ x \in C_{q,rd}^1 \left( p x^\Delta \right) (\cdot) \in C_{rd}^1 \right\}.
$$

Then $x \in \mathcal{D}_x$ is a solution of the equation $\mathcal{M}[x] \mid t = 0$ if it is satisfied for all $t \in (-\infty, \infty)$. Moreover, for any $t_0 \in (-\infty, \infty)$ and any given constants $x_0, x_1$ the initial value problem

$$
\mathcal{M}[x] \mid t = 0, \quad x(t_0) = x_0, \quad x^\Delta(t_0) = x_1 \quad (5.21)
$$

possesses a unique solution on $(-\infty, \infty)$. Similarly to (5.6), we can show that the following equations

$$
\begin{align*}
& x^\Delta + a_1(t) x^\Delta + a_2(t) x = 0, \\
& x^\Delta + b_1(t) x^\Delta + b_2(t) x = 0, \\
& x^\Delta + c_1(t) x^\Delta + a_2(t) x^\Delta = 0
\end{align*}
$$

(5.22)

can be written in the form (5.20).

Now, let $x \in \mathcal{D}_x$ be a solution of (5.20) with a bounded support. Then we have

$$
- \int_{-\infty}^{\infty} \left[ x \left( p(t) x^\Delta \right)^\Delta + q(t) x^2 \right] \Delta t
$$

$$
= \int_{-\infty}^{\infty} \left[ x^\Delta p^\sigma(t) x^\Delta (\sigma(t)) + q(t) x^2 \right] \Delta t
$$

$$
= \int_{-\infty}^{\infty} \left[ p^\sigma(t) \left( x^\Delta \right)^2 + q(t) x^2 \right] \Delta t =: F_\Delta(x).
$$

We recall the definition of generalized zeros and disconjugacy of equation (5.20).

**Definition 5.9.** We say that a function $x(\cdot)$ has a generalized zero in $(\rho(t_0), t_0)$, if $x(t_0) = 0$ or $x^\rho(t_0) x(t_0) < 0$. Equation (5.20) is said to be disconjugate on $T$ provided there is no nontrivial real solution of this equation with two (or more) generalized zeros in $T$.

Finally, the following theorem concerning properties about the recessive solution for equation (5.20) is an important tool in the proof of the main result in this section.
Theorem 5.10 (Recessive and dominant solutions). Let \( a \in \mathbb{T} \), and let \( \omega := \sup \mathbb{T} \). If \( \omega < \infty \), then we assume \( \rho(\omega) = \omega \). If (5.20) is nonoscillatory on \([a, \omega]_\mathbb{T}\), i.e., there is a nontrivial solution having only finitely many generalized zeros in \([a, \omega]_\mathbb{T}\), then there is a solution \( u(\cdot) \) called a recessive solution at \( \omega \), such that \( u(\cdot) \) is positive on \([t_0, \omega]_\mathbb{T}\) for some \( t_0 \in \mathbb{T} \), and if \( v(\cdot) \) is any second, linearly independent solution, called a dominant solution at \( \omega \), the following hold:

(i) \( \lim_{t \to \omega^-} \frac{u(t)}{v(t)} = 0 \),

(ii) \( \int_0^\omega \frac{1}{\rho(t) |u(t)| \mu(t)} \nabla t = \infty \),

(iii) \( \int_b^\omega \frac{1}{\rho(t) |v(t)| \nu(t)} \nabla t < \infty \) for \( b < \omega \) sufficiently close,

(iv) \( \frac{\rho(t) |v(t)|}{\rho(t) |u(t)|} > \frac{\rho(t) |u(t)|}{\rho(t) |v(t)|} \) for \( t < \omega \) sufficiently close.

The recessive solution \( u(\cdot) \) is unique up to multiplication by a nonzero constant.

The main result of this section read as follows.

Theorem 5.12. Let the operator \( \mathcal{M} \) be critical on \( \mathbb{T} \), let \( l = [a, b]_\mathbb{T} \) be an arbitrary time scale interval, such that \( \rho(b) > a \), and let \( \varepsilon > 0 \) be arbitrary. Then the operators

\[
\tilde{\mathcal{M}}^\rho = -\left( \tilde{\rho}(t) x^{\nabla} \right)^\Delta + q(t) x,
\]

\[
\tilde{\mathcal{M}}^q = -\left( \rho(t) x^{\nabla} \right)^\Delta + \tilde{q}(t) x,
\]

where

\[
\tilde{\rho}(t) = \begin{cases} 
  p(t) - \varepsilon, & \text{for } t \in l, \\
  p(t), & \text{otherwise,}
\end{cases}
\]

\[
\tilde{q}(t) = \begin{cases} 
  q(t) - \varepsilon, & \text{for } t \in l, \\
  q(t), & \text{otherwise,}
\end{cases}
\]

are supercritical on \( \mathbb{T} \).

Proof. Let \( h(\cdot) \) be a recessive solution of (5.20) both at \( \infty \) and \( -\infty \). Now, let us introduce a solution \( x(\cdot) \) of equation (5.20) in the form

\[
x(t) := \begin{cases} 
  0, & t \in (-\infty, K)_\mathbb{T}, \\
  f(t), & t \in [K, L)_\mathbb{T}, \\
  h(t), & t \in [L, M)_\mathbb{T}, \\
  g(t), & t \in [M, N)_\mathbb{T}, \\
  0, & t \in [N, \infty)_\mathbb{T},
\end{cases}
\]

(5.23)
where
\[ f(t) = A h(t) \int_{K}^{t} \frac{1}{p(s) h(s) h^p(s)} \nabla s \quad \text{with} \quad A := \left( \int_{K}^{L} \frac{1}{p(\tau) h(\tau) h^p(\tau)} \nabla \tau \right)^{-1}, \]
\[ g(t) = B h(t) \int_{L}^{N} \frac{1}{p(s) h(s) h^p(s)} \nabla s \quad \text{with} \quad B := \left( \int_{M}^{N} \frac{1}{p(\tau) h(\tau) h^p(\tau)} \nabla \tau \right)^{-1}, \]
and moreover \( K < L < M < N, \ K, L, M, N \in \mathbb{T} \), are chosen such that \( I \subset [M, N]_\mathbb{T} \) in case of the operator \( \tilde{\mathcal{M}}^\rho \) or \( I \subset [L, M]_\mathbb{T} \) if we deal with \( \tilde{\mathcal{M}}^q \). Because
\[ f(K) = 0, \quad f(L) = h(L), \quad h(M) = g(M), \quad \text{and} \quad g(N) = 0, \quad \tag{5.24} \]
x is continuous. Now, we calculate the functional \( F \) at \( x \) given by (5.23), i.e.,
\[
F_{\nabla}(x) = \int_{-\infty}^{\infty} \left[ p^\alpha(x^\Delta)^2 + q x^2 \right] \Delta t
\]
\[
= \int_{K}^{L} \left[ p^\alpha f^\Delta + q f^2 \right] \Delta t + \int_{L}^{M} \left[ p^\alpha(h^\Delta)^2 + q h^2 \right] \Delta t + \int_{M}^{N} \left[ p^\alpha(g^\Delta)^2 + q g^2 \right] \Delta t
\]
\[
= \left[ p^\alpha f^\Delta \right]_{K}^{L} + \left[ p h \nabla \right]_{L}^{M} + \left[ p g \nabla \right]_{M}^{N}
\]
\[
= h(L) \left[ p(L) h^\nabla(L) - p(L) h^\nabla(L) \right] + h(M) \left[ p(M) h^\nabla(M) - p(M) g^\nabla(M) \right]
\]
\[
= A + B.
\]
Here we used at first the fact, that for \([\alpha, \beta]_\mathbb{T} \subseteq \text{supp} x \) we have
\[
F_{\nabla}(x) = \int_{a}^{b} \left[ p^\alpha(x^\Delta)^2 + q x^2 \right] \Delta t = \int_{a}^{b} \left[ (p x^\nabla)^\Delta - (p x^\Delta) x + q x \right] \Delta t
\]
\[
= \int_{a}^{b} \left[ (p x^\nabla)^\Delta + x \left[ -(p x^\Delta) x + q x \right] \right] \Delta t = \left[ p x^\nabla \right]_{a}^{b},
\]
identity (5.24), and the calculations
\[
p(L) f^\nabla(L) = p(L) h^\nabla(L) + \frac{A}{h(L)}, \quad \text{and} \quad p(M) g^\nabla(M) = p(M) h^\nabla(M) - \frac{B}{h(M)}.
\]
Next, Theorem 5.10(ii) implies that \( A \) and \( B \) tend to 0 as \( K \to -\infty \) and \( N \to \infty \), respectively. Therefore we obtain for any \( \delta > 0 \) that
\[ F_{\nabla}(x) \leq \frac{\delta}{2} \]
for \( K \) sufficiently negative and \( N \) sufficiently positive. Finally, we calculate the values of the functionals \( F^p \) and \( F^q \) corresponding to the operators \( \tilde{\mathcal{M}}^p \) and \( \tilde{\mathcal{M}}^q \), respectively. We obtain (see the choice of \( K, L, M, N \) above) the following inequalities
\[ F^p(x) = F_{\nabla}(x) - \varepsilon \underbrace{\int_{1}^{\infty} (x^\Delta(t))^2 \Delta t}_{= \delta} \leq \frac{\delta}{2} - \delta = -\frac{\delta}{2} < 0, \]
\[ F^q(x) = F_{\nabla}(x) - \varepsilon \underbrace{\int_{1}^{\infty} (x(t))^2 \Delta t}_{= \delta} \leq \frac{\delta}{2} - \delta = -\frac{\delta}{2} < 0. \]
Therefore \( \tilde{\mathcal{M}}^p \) and \( \tilde{\mathcal{M}}^q \) are supercritical and the theorem is proven. □
Chapter 5. Second order Sturm–Liouville equations on time scales

We end this subsection by a direct consequence of Theorem 5.12.

**Corollary 5.13.** Let the operator $\mathcal{M}$ be critical on $\mathbb{T}$, let $l = [a, b]$, be a time scale interval, such that $\rho(b) > a$, and let $\epsilon > 0$ be arbitrary. Then the operators

$$
\hat{\mathcal{M}}^p = -\left(\hat{p}(t) y^\nabla\right)^\Delta + q(t) y,
$$

$$
\hat{\mathcal{M}}^q = -\left(p(t) y^\nabla\right)^\Delta + \hat{q}(t) y,
$$

where

$$
\hat{p}(t) = \begin{cases} 
p(t) + \epsilon, & \text{for } t \in l, 
p(t), & \text{otherwise}, 
\end{cases}
$$

$$
\hat{q}(t) = \begin{cases} 
q(t) + \epsilon, & \text{for } t \in l, 
q(t), & \text{otherwise}, 
\end{cases}
$$

are subcritical on $\mathbb{T}$.

**Proof.** Suppose that $\hat{\mathcal{M}}^p$ is critical. We perturb this operator in the sense of Theorem 5.12 (we replace $\hat{p}$ with $\hat{\hat{p}}$). The resulting operator should be, according to Theorem 5.12, supercritical, which is a contradiction. The result concerning $\hat{\mathcal{M}}^q$ is proven similarly. ■

### 5.2.3 One term operator

In this subsection we give, as an example, a criterion of criticality of the following one term operator

$$
\mathcal{P}[x](t) := -\left(p(t) x^\nabla\right)^\Delta.
$$

**Theorem 5.14.** Operator $\mathcal{P}$ is critical if and only if

$$
\int_0^\infty \frac{1}{p(t)} \nabla t = \infty = \int_0^{-\infty} \frac{1}{p(t)} \nabla t.
$$

**Proof.** At first we find the recessive solution of (5.25) at $\infty$. We use the following linearly independent solutions of (5.25) given by

$$
x_1(t) = 1 \quad \text{and} \quad x_2(t) = \int_0^t \frac{1}{p(s)} \nabla s.
$$

By a direct computation (compare with Theorem 5.10(i)) we obtain

$$
\lim_{t \to \infty} \frac{x_2(t)}{x_1(t)} = \lim_{t \to \infty} \int_0^t \frac{1}{p(s)} \nabla s = \infty,
$$

i.e., $x_1(t) = 1$ is the recessive solution at $\infty$. At $-\infty$ we use the solutions

$$
x_1(t) = 1 \quad \text{and} \quad x_3(t) = \int_t^0 \frac{1}{p(s)} \nabla s.
$$

By a direct computation (compare with Theorem 5.10(i)) we obtain

$$
\lim_{t \to -\infty} \frac{x_3(t)}{x_1(t)} = \lim_{t \to -\infty} \int_t^0 \frac{1}{p(s)} \nabla s = \infty
$$

holds, the function $x_1(\cdot)$ is the recessive solution both at $\infty$ and $-\infty$. Hence, the operator $\mathcal{P}$ is critical.
On the other hand to verify the second implication, it suffices to show that if at least one of the integrals in (5.26) is convergent, the operator \( \rho \) is not critical. Let us assume that \( \int_0^\infty \frac{1}{\rho(t)} \nabla t < \infty \) and let us introduce the solutions

\[
x_1(t) = 1 \quad \text{and} \quad x_4(t) = \int_0^\infty \frac{1}{\rho(s)} \nabla s - \int_t^\infty \frac{1}{\rho(s)} \nabla s = \int_t^\infty \frac{1}{\rho(s)} \nabla s.
\]

We have

\[
\lim_{t \to \infty} \frac{x_4(t)}{x_1(t)} = \lim_{t \to \infty} \int_t^\infty \frac{1}{\rho(s)} \nabla s = 0,
\]

therefore \( x_4(\cdot) \) is the recessive solution of (5.25) at \( \infty \). This solution is linearly independent with the recessive solution at \( -\infty \), which is \( x_1(t) = 1 \) (if the second integral is divergent) or (which we can verify analogously) it is \( x_5(t) = \int_1^\infty \frac{1}{\rho(s)} \nabla s \) (if the second integral is convergent). Altogether, the statement is proved.

5.3 Weyl–Titchmarsh theory for second order equations on time scales

The purpose of this section is to provide an overview of cornerstones of the Weyl–Titchmarsh theory for the second order Sturm–Liouville dynamic equation in the form

\[
-\left( p(t) x^\Delta \right)^\Delta + q(t) x^\sigma = \lambda w(t) x^\sigma, \quad t \in [a, \infty)_\ell
\]

as the special case of the Weyl–Titchmarsh theory given for symplectic dynamic systems in Chapter 4.

When studying differential equation (4.1), i.e.,

\[
- \left( p(t) x' \right)' + q(t) x = \lambda w(t) x, \quad t \in [a, \infty),
\]

a crucial role is played by the solutions \( \theta(\cdot), \phi(\cdot) : [a, \infty) \to \mathbb{C} \) satisfying the following boundary conditions

\[
\theta(a) = \sin \varphi, \quad p(a) \theta'(a) = \cos \varphi, \quad \phi(a) = -\cos \varphi, \quad p(a) \phi'(a) = \sin \varphi, \quad (5.28)
\]

where \( \varphi \in [0, \pi) \). Weyl considered in his paper [160] equation (4.1) with continuous \( p(\cdot) \) and \( q(\cdot), p(\cdot) > 0, w(\cdot) \equiv 1 \) on \([a, \infty)\), and boundary conditions (5.28) in which \( \varphi = \frac{\pi}{2} \).

On the other hand, Titchmarsh studied in his book [156] equation (4.1) with \( p(\cdot) \equiv 1 \), continuous \( q(\cdot) \), and \( w(\cdot) \equiv 1 \) on \([a, \infty)\), but with general boundary conditions in the form (5.28) having \( \varphi \in [0, \pi) \).

Following the results in [160], the elements of the Weyl–Titchmarsh theory for equation (5.27) with \( p(\cdot) = w(\cdot) \equiv 1 \) and the time scale analogue of boundary conditions (5.28) with \( \varphi = \frac{\pi}{2} \), see also (5.33), are considered in [166]. Similarly, when \( p(\cdot) \) is piecewise continuously nabla-differentiable and \( w(\cdot) \equiv 1 \), the results in [160] are generalized in [109] to equation (5.27). A classification of the limit point and limit circle cases for the second order dynamic equations with mixed time scale delta and nabla derivatives and nonzero continuous coefficients is given in [159].

We present in this section an overview of the Weyl–Titchmarsh theory for equation (5.27). In particular, an important role in this theory is played by the \( m(\lambda) \)-function, whose natural properties

\[
m(\lambda) = \overline{m(\lambda)} \quad \text{and} \quad \Im(\lambda) \cdot \Im(m(\lambda)) > 0 \quad \text{for} \ \lambda \notin \mathbb{R}
\]
remain true on general time scales. We construct the so-called Weyl solution and Weyl disk. We justify the terminology "disk" by its geometric properties, show explicitly the coordinates of the center of the disk, and calculate its radius. We show that the dichotomy mentioned above works in the same way (especially, that the Weyl solution is square-integrable) and present a necessary and sufficient criterion for the limit point case. Finally, we consider a nonhomogeneous problem associated with equation (5.27) and we express its solution explicitly. These results complete the study in [166], in which the square-integrable Weyl solution and the center and radius of the Weyl disk were obtained for the special case of (5.27) as we discuss above.

Our method is based on the transformation of equation (5.27) into a $2 \times 2$ dynamic system, see Lemma 5.15, which allows us to apply the results from Chapter 4. Also, it needs to be mentioned that when the coefficients of equation (5.27) satisfy the assumption of system, see Lemma 5.15, which allows us to apply the results from Chapter 4. Also, it needs to be mentioned that when the coefficients of equation (5.27) satisfy the assumption that

$$p(\cdot), q(\cdot), w(\cdot) \text{ are rd-continuous and (5.30) holds,}$$

then some of our results, but not all of them, follow from [150], where equation (5.27) is considered as the special case of linear Hamiltonian system. This section provides a straightforward unification and extension of the Weyl–Titchmarsh theory for the second order Sturm–Liouville equations on time scales.

### 5.3.1 Preliminaries on equation (5.3)(iii)

In the last section of this chapter we deal with equation (5.27) on $[a, \infty)_\tau$, where the coefficients $p(\cdot), q(\cdot), w(\cdot)$ are real piecewise rd-continuous functions on $[a, \infty)_\tau$ such that

$$\inf_{t \in [a, b]_\tau} |p(t)| > 0 \quad \text{for all } b \in (a, \infty)_\tau \quad \text{and} \quad w(t) > 0 \quad \text{for all } t \in [a, \infty)_\tau,$$

(5.30)

and $\lambda \in \mathbb{C}$ plays a role of a spectral parameter. The function $p(\cdot)$ is allowed to change its sign.

For a given $\lambda \in \mathbb{C}$, we introduce the following set

$$D_{\Delta\Delta}(\lambda) := \left\{ x(\cdot, \lambda) : [a, \infty)_\tau \to \mathbb{C}, \ x(\cdot, \lambda) \in \mathbb{C}^1_{rd} \text{ and } \left( p \Delta x \right)(\cdot, \lambda) \in \mathbb{C}^1_{rd} \right\}.$$

A function $x(\cdot, \lambda) : [a, \infty)_\tau \to \mathbb{C}$ is said to be a solution of equation (5.27) if $x(\cdot, \lambda) \in D_{\Delta\Delta}(\lambda)$ and equation (5.27) is satisfied for all $t \in [a, \infty)_\tau$. The existence and uniqueness of solutions of (5.27) together with the initial conditions $x(t_0) = x_0$ and $x^\Delta(t_0) = x_1$, where $x_0, x_1 \in \mathbb{C}$ are given constants, follows through the next lemma by the corresponding result for the symplectic dynamic system introduced in Section 4.1.

**Lemma 5.15.** Equation (5.27) can be equivalently written as the time scale symplectic system, i.e., (S aggreg), of the form

$$\begin{pmatrix} x^\Delta \\ u \end{pmatrix} = \begin{pmatrix} 0 & 1/p(t) \\ q(t) & \mu(t)/q(t)/p(t) \end{pmatrix} \begin{pmatrix} x \\ u \end{pmatrix} - \begin{pmatrix} 0 \\ \lambda \ w(t) \end{pmatrix} x^\sigma,$$

where $u(t) := p(t) x^\Delta(t)$, or with the linear Hamiltonian dynamic system, i.e., (4.3), of the form

$$\begin{pmatrix} x^\Delta \\ u \end{pmatrix} = \begin{pmatrix} 0 & 1/p(t) \\ q(t) - \lambda \ w(t) & 0 \end{pmatrix} \begin{pmatrix} x^\sigma \\ u \end{pmatrix}.$$
Proof. The statements follow by straightforward calculations.

For any two functions \( x(\cdot, \lambda), y(\cdot, \nu) \in C^1_{\text{prd}} \) on \([a, \infty)_T\), where \( \lambda, \nu \in \mathbb{C} \), we define their Wronskian by

\[
\tilde{W}[x(t, \lambda), y(t, \nu)] = x(t, \lambda) y^\lambda(t, \nu) - x^\lambda(t, \lambda) y(t, \nu) \quad \text{for all} \ t \in [a, \infty)_T,
\]

which will be used in the formulation of our results similarly to [156]. This form does not correspond with the Wronskian introduced in (5.8) because solutions of (5.27) are real linearly independent if and only if \( \tilde{W}[x, y](t) \neq 0 \).

### 5.3.2 Main results

Throughout this section we assume that \( \beta_1, \beta_2 \in \mathbb{C} \) are given numbers such that

\[
\begin{align*}
(i) \quad & \beta_1 \beta_1 + \beta_2 \beta_2 = 1, \\
(ii) \quad & \beta_1 \beta_2 - \beta_1 \beta_2 = 0.
\end{align*}
\]

Following (5.28), we denote by \( \theta(\cdot, \lambda, \varphi) \) and \( \phi(\cdot, \lambda, \varphi) \) the solutions of (5.27) satisfying the initial conditions

\[
\begin{align*}
\theta(a, \lambda, \varphi) &= \sin \varphi, & p(a) \theta^\lambda(a, \lambda, \varphi) &= \cos \varphi, \\
\phi(a, \lambda, \varphi) &= -\cos \varphi, & p(a) \phi^\lambda(a, \lambda, \varphi) &= \sin \varphi,
\end{align*}
\]

where \( \lambda \in \mathbb{C} \) and \( \varphi \in [0, \pi) \). Our first result is associated with the regular spectral problem.

**Theorem 5.16.** Consider the boundary value problem

\[
(5.27) \quad \text{with} \quad x(a) \sin \varphi + p(a) x^\lambda(a) \cos \varphi = 0, \quad \beta_1 x(b) + \beta_2 p(b) x^\lambda(b) = 0,
\]

where \( b \in [a, \infty)_T \) is fixed. Then

(i) a number \( \lambda \in \mathbb{C} \) is an eigenvalue of (5.34) if and only if

\[
\beta_1 \phi(b, \lambda, \varphi) + \beta_2 p(b) \phi^\lambda(b, \lambda, \varphi) = 0,
\]

(ii) the eigenvalues of (5.34) are real and the eigenfunctions corresponding to different eigenvalues are orthogonal with respect to the semi-inner product

\[
\langle x(\cdot), y(\cdot) \rangle_{w, b} := \int_a^b w(t) x^\varphi(t) y^\varphi(t) \Delta t.
\]

The following definition corresponds in the continuous case to [156, identity (2.1.5)].

**Definition 5.17** \((m(\lambda))-\text{function}\). For any \( \lambda \in \mathbb{C} \setminus \mathbb{R} \) and \( b \in [a, \infty)_T \) we define the \( m(\lambda) \)-function

\[
m(b, \lambda, \varphi) := \frac{\beta_1 \theta(b, \lambda, \varphi) + \beta_2 p(b) \theta^\lambda(b, \lambda, \varphi)}{\beta_1 \phi(b, \lambda, \varphi) + \beta_2 p(b) \phi^\lambda(b, \lambda, \varphi)}.
\]

In the following theorem we present the fundamental properties of the \( m(\lambda) \)-function.
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Theorem 5.18. The \( m(\lambda) \)-function is an entire function in \( \lambda \) and it satisfies

\[
\overline{m}(b, \lambda, \varphi) = m(b, \overline{\lambda}, \varphi) \quad \text{for every} \quad \lambda \in \mathbb{C} \setminus \mathbb{R}.
\]

Now, we define the so-called Weyl solution, compare with [156, p. 25].

Definition 5.19 (Weyl solution). For any \( \lambda \in \mathbb{C} \setminus \mathbb{R} \) and \( m \in \mathbb{C} \) we define the Weyl solution

\[
X(\cdot, \lambda, \varphi, m) := \theta(\cdot, \lambda, \varphi) + m \phi(\cdot, \lambda, \varphi).
\]

In the following theorem, we describe how the \( m(\lambda) \)-function depends on the value of \( \varphi \) used in the initial conditions (5.33).

Theorem 5.20. For any \( \varphi, \psi \in [0, \pi) \) we have

\[
m(b, \lambda, \varphi) = \frac{\sin(\varphi - \psi) + \cos(\varphi - \psi) m(b, \lambda, \psi)}{\cos(\varphi - \psi) + \sin(\varphi - \psi) m(b, \lambda, \psi)}.
\]

Now, we define the corresponding Weyl disk. The justification of this terminology follows from Theorem 5.23 bellow.

Definition 5.21 (Weyl disk). By using the function

\[
\mathcal{E}(m) := i \delta(\lambda) p(b) W [\lambda(b, \overline{\lambda}, \varphi, m), \lambda(b, \lambda, \varphi, m)]
\]

with fixed \( b \in [a, \infty) \), we construct the Weyl disk to be the set

\[
D(b, \lambda) := \{ m \in \mathbb{C} : \mathcal{E}(m) \leq 0 \}.
\]

A characterization of elements of the Weyl disk is formulated in the following theorem. In this result the numbers \( \beta_1, \beta_2 \in \mathbb{C} \) satisfy only the first identity in (5.32), while the second identity from (5.32) is replaced by an inequality.

Theorem 5.22. The number \( m \in \mathbb{C} \) belongs to the Weyl disk \( D(b, \lambda) \) if and only if there exist \( \beta_1, \beta_2 \in \mathbb{C} \) such that (5.32)(i) holds, \( \overline{\beta}_1 \beta_2 - \beta_1 \overline{\beta}_2 \geq 0 \), and

\[
\beta_1 \lambda(b, \lambda, \varphi, m) + \beta_2 p(b) \lambda^\Delta(b, \lambda, \varphi, m) = 0.
\]

Moreover, in this case we have \( m = m(b, \lambda, \varphi) \).

The following properties represent the time scales analogies of the geometric characterization of the Weyl disk obtained for the continuous time case in [156, p. 24].

Theorem 5.23. For \( b \in [a, \infty) \), the Weyl disk \( D(b, \lambda) \) has the form

\[
D(b, \lambda) = \{ c(b, \lambda) + r(b, \lambda) v, \; v \in \mathbb{C} \text{ with } \|v\| \leq 1 \},
\]

where the center \( c(b, \lambda) \in \mathbb{C} \) is the point

\[
c(b, \lambda) = -W[\phi(b, \overline{\lambda}), \theta(b, \lambda)] / W[\phi(b, \overline{\lambda}), \phi(b, \lambda)],
\]

and the radius \( r(b, \lambda) \in \mathbb{R} \) is given by

\[
1/r(b, \lambda) = |p(b) W[\phi(b, \overline{\lambda}), \phi(b, \lambda)]|.
\]
From now on, we consider the corresponding singular spectral problem. For this case we use the semi-inner product which is the limit of \( \langle \cdot, \cdot \rangle_w \) as \( b \to \infty \), i.e.,
\[
\langle x(\cdot), y(\cdot) \rangle_w := \int_a^\infty w(t) x^\sigma(t) y^\sigma(t) \Delta t.
\]
First of all we use the nesting property of the Weyl disks and define the limiting Weyl disk.

**Theorem 5.24.** The Weyl disks \( D(b, \lambda) \) are closed, convex, and nested with respect to \( b \to \infty \). Hence, the so-called limiting Weyl disk
\[
D_+(\lambda) := \bigcap_{b \in [a, \infty)_\tau} D(b, \lambda)
\]
is closed, convex, and nonempty. Moreover, the limits \( \lim_{b \to \infty} c(b, \lambda) \) and \( \lim_{b \to \infty} r(b, \lambda) \) exist and define the center \( c_+(\lambda) \) and the radius \( r_+(\lambda) \) of the limiting Weyl disk \( D_+(\lambda) \), i.e.,
\[
c_+(\lambda) = \lim_{b \to \infty} c(b, \lambda), \quad r_+(\lambda) = \lim_{b \to \infty} r(b, \lambda) \geq 0.
\]

Next, we introduce the linear space of complex square-integrable \( C^1_{prd} \) functions on the interval \( [a, \infty)_\tau \), i.e.,
\[
L_w^2 := \left\{ x \in C^1_{prd}, \| x(\cdot) \|_w^2 := \int_a^\infty w(t) |x^\sigma(t)|^2 \Delta t < \infty \right\}.
\]
The following theorem says that the Weyl solution is square-integrable, which corresponds to [156, inequality (2.1.9)] in the continuous time case.

**Theorem 5.25.** For any \( m \in D_+(\lambda) \) we have
\[
\| X(\cdot, \lambda, \varphi, m) \|_w^2 \leq \left( \text{Im} (m) \right) / \text{Im} (\lambda).
\]
From Theorem 5.25 it follows that there is always at least one square-integrable solution. Hence, it is natural to classify the second order Sturm–Liouville equations on time scales of the form (5.27) depending on their number of linearly independent square-integrable solutions.

**Definition 5.26.** Equation (5.27) is said to be in the limit point case if, for every \( \lambda \in \mathbb{C} \setminus \mathbb{R} \), there is exactly one (up to a multiplicative constant) square-integrable solution on \( [a, \infty)_\tau \), while it is said to be in the limit circle case if there are two linearly independent square-integrable solutions on \( [a, \infty)_\tau \).

The limit point case is characterized in the next theorem.

**Theorem 5.27.** The following statements are equivalent.

(i) Equation (5.27) is in the limit point case.

(ii) For every \( \lambda \in \mathbb{C} \setminus \mathbb{R} \) we have \( r_+(\lambda) = 0 \), and consequently \( D_+(\lambda) = \{ c_+(\lambda) \} \).

(iii) For every \( \lambda, \nu \in \mathbb{C} \setminus \mathbb{R} \) and every square-integrable solutions \( x_1(\cdot, \lambda) \) and \( x_2(\cdot, \nu) \) of (5.27) with the spectral parameter equal to \( \lambda \) and \( \nu \), respectively, we have
\[
\lim_{t \to \infty} p(t) W(x_1(t, \lambda), x_2(t, \nu)) = 0.
\]
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Now, for \( f(\cdot) \in L^2_w \), we consider the nonhomogeneous equation
\[
\left( p(t)x^{a}\right) ^{\Delta }+q(t)x^{a}=\lambda w(t)x^{a}+w(t)f^{a}(t), \quad t \in [a, \infty)_{\tau}.
\tag{5.37}
\]

The form of the solution of the nonhomogeneous problem given in the following theorem corresponds to the continuous time case in [156, identity (2.6.1)]. For \( m \in D_{+}(\lambda) \) we define the Green function
\[
G(t,s,\lambda):=\begin{cases}
\left[ \vartheta(t,\lambda)+m\varphi(t,\lambda) \right] \varphi(s,\lambda), & s \in [a, t]_{\tau} , \\
\varphi(t,\lambda) \left[ \vartheta(s,\lambda)+m\varphi(s,\lambda) \right], & s \in [t, \infty)_{\tau} .
\end{cases}
\]

**Theorem 5.28.** The function
\[
\hat{x}(t, \lambda) = - \int_{a}^{\infty} G(t, a(s), \lambda) w(s)f^{a}(s) \Delta s , \quad t \in [a, \infty)_{\tau},
\]
solves equation (5.37) and satisfies the boundary conditions
\[
\hat{x}(a, \lambda) \sin \varphi + p(a)\hat{x}^{\Delta}(a, \lambda) \cos \varphi = 0 \quad \text{and} \quad \lim_{t \to \infty} p(t) W[\chi(t, \hat{\nu}, \varphi, m), \hat{x}(t, \lambda)] = 0
\]
for every \( \nu \in \mathbb{C} \setminus \mathbb{R} \). Moreover, we have the estimate
\[
\|\hat{x}(\cdot, \lambda)\|_{w} \leq \|f(\cdot)\|_{w}/|\text{Im}(\lambda)| .
\]
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Appendix

Further research

The topics presented in this dissertation can be extended in various ways. We sketch some of the related problems in this section.

Although solutions of scalar trigonometric systems are periodic in the continuous and discrete time cases, this property was not studied for a general trigonometric system on time scales in Chapter 3. The coefficients determining the hyperbolic system on any time scale are given in Section 3.4. The problem of finding similar coefficients for trigonometric systems is unsolved.

The Weyl–Titchmarsh theory is intensively studied in the literature, especially in the continuous time. In Chapter 4, fundamental results which enable us to generalize the works of Clark, Everitt, Gesztesy, Hinton, Krall, and Shaw are given. Moreover, these results will be new also in the discrete time case.

The results given in Sections 5.1 and 5.2 are established in the the simplest case of symplectic systems on time scales, i.e., for the second order Sturm–Liouville equations on time scales. They can be generalized to higher order Sturm–Liouville equations as it was done recently in the continuous and discrete time cases.
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