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1. Introduction

In this paper we study the discrete trigonometric and hyperbolic systems and certain
properties of their solutions. A motivative factor for this research were results, especially
from [16], which are known for continuous trigonometric and hyperbolic systems — but
they do not have discrete analogues yet. We present a compact theory for discrete trigono-
metric and hyperbolic systems. Hence we “recall” some results which are known in the
literature. In particular, we quote the results for trigonometric systems from [3], where
special coefficients were considered (but results remain true for more general matrices as
well), and the results for hyperbolic systems from [27]. All statements are presented with-
out proofs, because the discrete trigonometric and hyperbolic systems are special cases
of their time scales extensions, which were studied in [33], or they can be found in some
recent papers.

Continuous trigonometric and hyperbolic systems are special cases of a linear Hamil-
tonian system, which was paid interest in [18–21, 34, 36]. On the other hand, discrete
trigonometric and hyperbolic systems are special cases of a discrete symplectic system,
which was established and investigated in [2, 4, 8, 12,22,24,25,31,32,37,38].

The system of the form

X ′ = Q(t)U and U ′ = −Q(t)X, (CTS)

where t ∈ [a, b], X(t), U(t), andQ(t) are n×n matrices and additionally the matrixQ(t) is
symmetric for all t ∈ [a, b], is called a continuous trigonometric system (CTS). The origin
of the study of scalar and matrix trigonometric functions can be found in [7]. Other
results were published in [5,14,15,17,28,29,35]. Discrete scalar and matrix trigonometric
functions were studied in [3, 9–11,38] and more recently in [13,26].

Properties of continuous hyperbolic systems, i.e., the systems in the form

X ′ = Q(t)U and U ′ = Q(t)X, (CHS)

where t ∈ [a, b], X(t), U(t), and Q(t) are n×n matrices and additionally the matrix Q(t)
is symmetric for all t ∈ [a, b], can be found in the work [30]. Discrete hyperbolic systems
were studied in [27,38].

This paper is organized as follows. In the next section we recall the definition and basic
properties of the discrete symplectic systems. In Section 3 we show all (known and new)
results for discrete trigonometric systems. Similar results for discrete hyperbolic systems
are presented in Section 4. In Section 5 we show some identities for scalar continuous
time trigonometric and hyperbolic functions which we “cannot” generalize into the n-
dimensional discrete case and we explain the reason why it is not possible.

Note, that we consider only real case situation (i.e., for the real-valued coefficients and
solutions), but the results hold in the complex domain as well (we only need to replace the
transpose of a matrix by the conjugate transpose, the term “symmetric” by “Hermitian”,
and “orthogonal” by “unitary”).
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2. Preliminaries on symplectic system

The discrete symplectic system is the first order linear difference system of the form

zk+1 = Skzk, (1)

where k ∈ {0, 1, 2, ..., N} : = [0, N ]Z, N ∈ N, zk = (xk
uk) ∈ R2n, xk, uk ∈ Rn, Sk ∈ R2n×2n,

and additionally the matrix Sk is symplectic for all k ∈ [0, N ]Z, i.e., ST
k JS = J for all

k ∈ [0, N ]Z, where J : =
(

0 I
−I 0

)
.

Since any symplectic matrix is invertible, it is obvious, that symplectic system (1)
supplemented with the initial condition zk0 = z(0), where k0 ∈ {0, 1, ..., N+1} : = [0, N+1]Z
and z(0) ∈ R2n, has a unique solution. Hence we can consider symplectic system (1) as a
matrix system (

Xk+1

Uk+1

)
= Sk

(
Xk

Uk

)
,

where Xk, Uk ∈ Rn×n. Moreover, when we use the block notation Sk =
(Ak Bk
Ck Dk

)
, where

Ak, Bk, Ck, Dk ∈ Rn×n, we can rewrite symplectic system (1) in the form

Xk+1 = AkXk + BkUk, and Uk+1 = CkXk +DkUk. (S)

The condition for the symplecticity of the matrix Sk takes the following (using the block
notation) equivalent form

AT
kDk − CTk Bk = I = DT

kAk − BT
k Ck, AkDT

k − BkCTk = I = DkAT
k − CkBT

k , (2)

AT
k Ck − CTk Ak = 0 = BT

kDk −DT
k Ck, AkBT

k − BkAT
k = 0 = CkDT

k −DkCTk . (3)

If Z = (XU) and Z̃ =
(
X̃
Ũ

)
are any matrix solutions of (S), then their Wronskian matrix

is defined on [0, N + 1]Z as

W (Z, Z̃) : = ZTJ Z̃ = XT Ũ − UT X̃.

It is known, see [8, Remark 1 (ii)], that the Wronskian matrix is constant on [0, N+1]Z. A
solution Z = (XU) of (S) is said to be a conjoined solution of (S) if W (Z,Z) ≡ 0, i.e., the
matrix XTU is symmetric at one (and hence for all) k ∈ [0, N + 1]Z. Two solutions Z and

Z̃ are called normalized if W (Z, Z̃) ≡ I. A solution Z is said to be basis if rankZ = n for
all k ∈ [0, N + 1]Z. It is known that for any conjoined basis Z there always exists another

basis Z̃ such that Z and Z̃ are normalized, see [8, Remark 1 (ii)].

If the matrix solutions Z = (XU) and Z̃ =
(
X̃
Ũ

)
form normalized conjoined bases the

following identities

XT
k Ũk − UT

k X̃k = I = XkŨ
T
k − X̃kU

T
k , (4)

XkX̃
T
k − X̃kX

T
k = 0 = UkŨ

T
k − ŨkU

T
k (5)
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are true for all k ∈ [0, N + 1]Z. Moreover, for all k ∈ [0, N ]Z the following identities hold

Xk+1Ũ
T
k − X̃k+1U

T
k = Ak, (6)

X̃k+1X
T
k −Xk+1X̃

T
k = Bk, (7)

Uk+1Ũ
T
k − Ũk+1U

T
k = Ck, (8)

Ũk+1X
T
k − Uk+1X̃

T
k = Dk. (9)

The matrix solution Ẑ =
(
X̂
Û

)
of the initial value problem (S), Xk0 = 0 and Uk0 = I, with

k0 ∈ [0, N + 1]Z, is called the principal solution at k0.

3. Discrete trigonometric system

In this section we consider the symplectic system (S) with the matrix

Sk =

(
Pk Qk

−Qk Pk

)
,

where Pk, Qk ∈ Rn×n for k ∈ [0, N ]Z. From (2) and (3) we get that the matrices Pk and
Qk satisfy

PT
k Pk +QT

kQk = I = PkPT
k +QkQT

k , (10)

PT
k Qk −QT

kPk = 0 = PkQT
k −QkPT

k . (11)

The following definition is in accordance with definition of discrete trigonometric system
from [3].

Definition 3.1 (Discrete trigonometric system). The system

Xk+1 = PkXk +QkUk, Uk+1 = −QkXk + PkUk, (DTS)

where the matrices Pk and Qk satisfy identities (10), (11) for all k ∈ [0, N ]Z, is called a
discrete trigonometric system.

Remark 3.2. By a straightforward calculation we may show that the matrix Sk for the
trigonometric system satisfies J TSkJ = Sk for all k ∈ [0, N ]Z. Therefore, trigonometric
systems are self-reciprocal, see e.g. [23].

Remark 3.3. We justify the terminology “trigonometric” system. Let us consider scalar
discrete trigonometric system

xk+1 = pkxk + qkuk, and uk+1 = −qkxk + pkuk (12)

with the initial conditions x0 = 0 and u0 = 1. The coefficients must satisfy (in order to
be trigonometric) p2k + q2k = 1 for all k ∈ [0, N ]Z. Hence the motivation is the fact that
there exist ϕk ∈ (0, 2π] such that cosϕk = pk and sinϕk = qk. Thus, the pair

xk = sin

(
k−1∑
j=0

ϕj

)
and uk = cos

(
k−1∑
j=0

ϕj

)
is the solution of (12).
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By an easy calculation we can verify the following lemma.

Lemma 3.4. The pair (XU) solves system (DTS) if and only if the pair
(

U
−X
)

solves the

same trigonometric system. Equivalently (UX) solves (DTS) if and only if
(−X

U

)
solves

(DTS).

Definition 3.5 (Discrete matrix-valued trigonometric functions). Let k0 ∈ [0, N + 1]Z be
fixed. We define the discrete n×n matrix-valued functions sine (denote Sink) and cosine
(denote Cosk) by

Sink;k0 : = Xk, Cosk;k0 : = Uk,

where the pair (XU) is the principal solution at k0 of (DTS). We suppress the index k0
when k0 = 0, i.e., we denote Sink : = Sink;0 and Cosk : = Cosk;0.

Remark 3.6. By using Lemma 3.5, we may define the matrix-valued trigonometric func-

tions alternatively — as Cosk;k0 : = X̃k and Sink;k0 : = −Ũk, where the pair
(
X̃
Ũ

)
is the

solution of system (DTS) with the initial conditions X̃k0 = I and Ũk0 = 0.

Remark 3.7. The solutions of system (CTS) with n = 1 take the form Sin(t) =

sin
∫ t

a
Q(τ) dτ and Cos(t) = cosh

∫ t

a
Q(τ) dτ . Hence, we can see the discrete matrix

functions Sink;k0 and Cosk;k0 as n-dimensional discrete analogs of the scalar continuous
trigonometric functions for sin(t − s) and cos(t − s), which are solution of scalar system
(CTS) with Q(t) ≡ 1.

From the initial conditions and from the constancy of the wronskian matrix follows,
that (Cos

Sin) and
(− Sin

Cos

)
form normalized conjoined bases of system (DTS) and the matrix

Φk =

(
Cosk − Sink

Sink Cosk

)
is a fundamental matrix of (DTS). Hence, we can express every solution (XU) of (DTS) in
the form

Xk = CoskX0 − Sink U0, and Uk = SinkX0 + Cosk U0

for all k ∈ [0, N + 1]Z. This statement corresponds to [3, Lemma 1].
The following identities are consequences of formulaes (4)–(9) and the next two corol-

laries can be found in [3, Theorem 5 and Lemma 7].

Corollary 3.8. For all k ∈ [0, N + 1]Z the identities

CosTk Cosk + SinT
k Sink = I = Cosk CosTk + Sink SinT

k , (13)

CosTk Sink− SinT
k Cosk = 0 = Cosk SinT

k − Sink CosTk (14)

hold, while for all k ∈ [0, N ]Z we have the identities

Cosk+1 CosTk + Sink+1 SinT
k = Pk, (15)

Cosk+1 SinT
k − Sink+1 CosTk = Qk. (16)

From formula (13) we get the following identity, which is a discrete matrix analogue
of the fundamental formula cos2(t) + sin2(t) = 1 for scalar continuous time trigonometric

functions. Here ‖·‖ is the usual Frobenius norm, i.e., ‖V ‖F =
(∑n

i,j=1 v
2
ij

) 1
2 , see [6,

pg. 346].
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Corollary 3.9. For all k ∈ [0, N + 1]Z we have the identity

‖Cos‖2F + ‖Sin‖2F = n. (17)

Remark 3.10. If the matrix Cos is invertible for some k ∈ [0, N + 1]Z, then we can
calculate from (13) and (14) that

Cos−1k = CosTk + SinT
k CosT−1k SinT

k .

Similarly,

Sin−1k = SinT
k + CosTk SinT−1

k CosTk

holds if the matrix Sink is invertible for some k ∈ [0, N + 1]Z.

The following theorem is a discrete analogue of [29, Theorem 1.1] and is contained
in [3, Theorem 9 and Corollary 10].

Theorem 3.11. For k, l ∈ [0, N + 1]Z we have

Sink;l = Sink CosTl −Cosk SinT
l , (18)

Cosk;l = Cosk CosTl + Sink SinT
l , (19)

Sink = Sink;l Cosl + Cosk;l Sinl, (20)

Cosk = Cosk;l Cosl− Sink;l Sinl . (21)

Remark 3.12. With respect to Remark 3.7, identities (18) and (19) are discrete matrix
extensions of the formulae

sin(t− s) = sin(t) cos(s)− cos(t) sin(s),

cos(t− s) = cos(t) cos(s) + sin(t) sin(s).

Interchanging the parameters k and l in (18) and (19) yields to the following identities,
which are n-dimensional discrete analogues of the statement about the parity for the
scalar goniometric functions. This statement can be found in [3, Corollary 11].

Corollary 3.13. Let k, l ∈ [0, N + 1]Z. Then

Sink;l = − SinT
l;k and Cosk;l = CosTl;k . (22)

In Theorem 3.11 we generalized the sum and difference formulaes for solutions of
one trigonometric system with different initial conditions. Now, we shall deal with two
trigonometric systems and their solutions with the same initial conditions. In the contin-
uous case it was done in [16, Theorem 1].

Consider the following two discrete trigonometric systems

Xk+1 = P(i)
k Xk +Q(i)

k Uk and Uk+1 = −Q(i)
k Xk + P(i)

k Uk, (23)

with initial conditions X
(i)
0 = 0 and U

(i)
0 = I, where i = 1, 2. We denote by Sin

(i)
k

and Cos
(i)
k the corresponding solutions of system (23) by Definition 3.5. Note, that for

simplicity we use the following notation (Q(i)
k )T = Q(i)T

k , (P(i)
k )T = P(i)T

k , (Sin
(i)
k )T =
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Sin
(i)T
k , (Cos

(i)
k )T = Cos

(i)T
k , (Sin+k)T = Sin+T

k , (Cos+k)T = Cos+T
k , (Sin−k)T = Sin−Tk , and

(Cos−k)T = Cos−Tk . Now, we put

Sin+k : = Sin
(1)
k Cos

(2)T
k + Cos

(1)
k Sin

(2)T
k , (24)

Cos+k : = Cos
(1)
k Cos

(2)T
k − Sin

(1)
k Sin

(2)T
k , (25)

Sin−k : = Sin
(1)
k Cos

(2)T
k −Cos

(1)
k Sin

(2)T
k , (26)

Cos−k : = Cos
(1)
k Cos

(2)T
k + Sin

(1)
k Sin

(2)T
k . (27)

Theorem 3.14. Let the matrices P(i)
k and Q(i)

k , i = 1, 2, satisfy (10) and (11). The pair
Sin+k and Cos+k solves the system

Xk+1 = P(1)
k (XkP(2)T

k + UkQ(2)T
k ) +Q(1)

k (−XkQ(2)T
k + UkP(2)T

k ),

Uk+1 = −Q(1)
k (XkP(2)T

k + UkQ(2)T
k ) + P(1)

k (−XkQ(2)T
k + UkP(2)T

k ),

with the initial conditions X0 = 0 and U0 = I. The pair Sin−k and Cos−k solves the system

Xk+1 = P(1)
k (XkP(2)T

k − UkQ(2)T
k ) +Q(1)

k (XkQ(2)T
k + UkP(2)T

k ),

Uk+1 = −Q(1)
k (XkP(2)T

k − UkQ(2)T
k ) + P(1)

k (XkQ(2)T
k + UkP(2)T

k ),

with the initial conditions X0 = 0 and U0 = I. Moreover, for all k ∈ [0, N + 1]Z we have

Sin+k Sin+T
k + Cos+k Cos+T

k = I = Sin+T
k Sin+k + Cos+T

k Cos+k , (28)

Sin−k Sin−Tk + Cos−k Cos−Tk = I = Sin−Tk Sin−k + Cos−Tk Cos−k , (29)

Sin+k Cos+T
k −Cos+k Sin+T

k = 0 = Sin+T
k Cos+k −Cos+T

k Sin+k , (30)

Sin−k Cos−Tk −Cos−k Sin−Tk = 0 = Sin−Tk Cos−k −Cos−Tk Sin−k . (31)

Remark 3.15. Although the above two systems are visually of the same form as the
discrete trigonometric system (DTS) and identities (28) and (30) for the pair Sin+k and
Cos+k and identities (29) and (31) for Sin−k and Cos−k appear to be like the properties of
normalized conjoined bases of system (S), the solutions

(
Sin+

Cos+

)
and

(
Sin−

Cos−

)
are not conjoined

bases of their corresponding systems, because these systems are not symplectic.

When the two systems in (23) are the same, we obtain the following corollary. It is
discrete analogue of [28, Theorem 1.1].

Corollary 3.16. Assume that the matrices Pk and Qk satisfy (10) and (11). Then the
system

Xk+1 = Pk(XkPT
k + UkQT

k ) +Qk(−XkQT
k + UkPT

k ),

Uk+1 = −Qk(XkPT
k + UkQT

k ) + Pk(−XkQT
k + UkPT

k )

with initial conditions X0 = 0 and U0 = I possesses the solution

Xk = 2 Sink CosTk , and Uk = Cosk CosTk − Sink SinT
k ,

where the functions Sink and Cosk are the matrix functions in Definition 3.5. Moreover,
the above matrices X and U commute, i.e., XkUk = UkXk.
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Remark 3.17. The previous corollary can be viewed as the discrete n−dimensional
analogy of the double angle formulae for scalar continuous time trigonometric functions

sin(2t) = 2 sin(t) cos(t) and cos(2t) = cos2(t)− sin2(t).

Corollary 3.18. For all k ∈ [0, N + 1]Z the following identities hold

Sin
(1)
k Sin

(2)T
k =

1

2
(Cos−k −Cos+k), (32)

Cos
(1)
k Cos

(2)T
k =

1

2
(Cos−k + Cos+k), (33)

Sin
(1)
k Cos

(2)T
k =

1

2
(Sin−k + Sin+k). (34)

Remark 3.19. Identities (32)–(34) are discrete n-dimensional generalizations of

sin(t) sin(s) =
1

2
[cos(t− s)− cos(t+ s)],

cos(t) cos(s) =
1

2
[cos(t− s) + cos(t+ s)],

sin(t) cos(s) =
1

2
[sin(t− s) + sin(t+ s)].

According to the definition in [3, pg. 42] we introduce the discrete n-dimensional ana-
logues of scalar trigonometric functions tangent and cotangent.

Definition 3.20. Whenever the matrix Cosk is invertible we define the discrete matrix-
valued function tangent (we write Tan) by

Tank : = Cos−1k Sink .

Whenever the matrix Sink is invertible we define the discrete matrix-valued function
cotangent (we write Cotan) by

Cotank : = Sin−1k Cosk .

In the following two theorems we show properties of discrete matrix-valued functions
tangent and cotangent, which were published in [3, Corollary 6 and Lemma 12].

Theorem 3.21. Whenever Tank is defined we have

TanT
k = Tank, (35)

Cos−1k CosT−1k − Tan2
k = I. (36)

Moreover, if the matrices Cosk and Cosk+1 are invertible, then

∆ Tank = Cos−1k+1Qk CosT−1k . (37)

Remark 3.22. In the scalar case n = 1 identity (35) is trivial. In the scalar continuous
time case (CTS) with Q(t) = q(t) identity (36) takes the form

1

cos2(s)
− tan2(s) = 1 with s =

∫ t

a

q(τ) dτ 6= kπ

2
.
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Finally, for the above s identity (37) takes the form(
tan

∫ t

a

q(τ) dτ

)′
=

q(t)

cos2
∫ t

a
q(τ) dτ

.

Theorem 3.23. Whenever Cotank is defined we get

CotanT
k = Cotank, (38)

Sin−1k SinT−1
k − Cotan2

k = I. (39)

Moreover, if the matrices Sink and Sink+1 are invertible, then

∆ Cotank = − Sin−1k+1Qk SinT−1
k . (40)

Remark 3.24. In the scalar case n = 1 identity (38) is trivial. In the scalar continuous
time case (CTS) with Q(t) = q(t) identity (39) reads as

1

sin2(s)
− cotan2(s) = 1,

where s 6= kπ is from Remark 3.22. And for these values of s identity (40) reduces to(
cotan

∫ t

a

q(τ) dτ

)′
=

−q(t)
sin2

∫ t

a
q(τ) dτ

.

Next, similarly to the definitions of the discrete matrix functions Sin
(i)
k , Cos

(i)
k , Sin±k ,

and Cos±k from (24)–(27) we define the following functions

Tan
(i)
k : = (Cos

(i)
k )−1 Sin

(i)
k , Cotan

(i)
k : = (Sin

(i)
k )−1 Cos

(i)
k ,

Tan+k : = (Cos+k)−1 Sin+k , Cotan+k : = (Sin+k)−1 Cos+k ,

Tan−k : = (Cos−k)−1 Sin−k , Cotan−k : = (Sin−k)−1 Cos−k .

Remark 3.25. Of course, the matrix-valued functions Tan±k and Cotan±k have similar
properties as the functions Tank and Cotank. In particular, it follows from (30) and (31)
that Tan±k and Cotan±k are symmetric.

Theorem 3.26. For all k ∈ [0, N+1]Z such that all involved functions exist, the following
identities hold

Tan
(1)
k + Tan

(2)
k = Tan

(1)
k (Cotan

(1)
k + Cotan

(2)
k ) Tan

(2)
k , (41)

Tan
(1)
k −Tan

(2)
k = Tan

(1)
k (Cotan

(2)
k −Cotan

(1)
k ) Tan

(2)
k , (42)

Tan
(1)
k + Tan

(2)
k = (Cos

(2)
k )−1 Sin+T

k (Cos
(1)
k )T−1, (43)

Tan
(1)
k −Tan

(2)
k = (Cos

(2)
k )−1 Sin−Tk (Cos

(1)
k )T−1, (44)

Tan+k = (Cos
(2)
k )T−1 (I − Tan

(1)
k Tan

(2)
k )−1 (Tan

(1)
k + Tan

(2)
k ) Cos

(2)T
k , (45)

Tan−k = (Cos
(2)
k )T−1 (I + Tan

(1)
k Tan

(2)
k )−1 (Tan

(1)
k −Tan

(2)
k ) Cos

(2)T
k , (46)

Cotan
(1)
k + Cotan

(2)
k = Cotan

(1)
k (Tan

(1)
k + Tan

(2)
k ) Cotan

(2)
k , (47)

Cotan
(1)
k −Cotan

(2)
k = Cotan

(1)
k (Tan

(2)
k −Tan

(1)
k ) Cotan

(2)
k , (48)
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Cotan
(1)
k + Cotan

(2)
k = (Sin

(2)
k )−1 Sin+T

k (Sin
(1)
k )T−1, (49)

Cotan
(1)
k −Cotan

(2)
k = −(Sin

(2)
k )−1 Sin−Tk (Sin

(1)
k )T−1. (50)

Cotan+k = (Sin
(2)
k )T−1 (Cotan

(1)
k + Cotan

(2)
k )−1

× (Cotan
(1)
k Cotan

(2)
k −I) Sin

(2)T
k , (51)

Cotan−k = (Sin
(2)
k )T−1 (Cotan

(2)
k −Cotan

(1)
k )−1

× (Cotan
(1)
k Cotan

(2)
k +I) Sin

(2)T
k , (52)

Remark 3.27. In the scalar continuous time case (CTS) with Q(t) ≡ 1 take the identities
(41) and (42) the following form

tan(t) + tan(s) = [cotan(t) + cotan(s)] tan(t) tan(s),

tan(t)− tan(s) = [cotan(s)− cotan(t)] tan(t) tan(s),

respectively, identities (43) and (44) correspond to

tan(t) + tan(s) =
sin(t+ s)

cos(t) cos(s)
, tan(t)− tan(s) =

sin(t− s)
cos(t) cos(s)

,

respectively, identities (45) and (46) have the form

tan(t+ s) =
tan(t) + tan(s)

1− tan(t) tan(s)
, tan(t− s) =

tan(t)− tan(s)

1 + tan(t) tan(s)
,

respectively. Although the identities in (47) and (48) reduce to

cotan(t) + cotan(s) = [tan(t) + tan(s)] cotan(t) cotan(s),

cotan(t)− cotan(s) = [tan(s)− tan(t)] cotan(t) cotan(s),

it is common to write them as

tan(t) tan(s) =
tan(t) + tan(s)

cotan(t) + cotan(s)
=

tan(s)− tan(t)

cotan(t)− cotan(s)
.

The identities in (49) and (50) are equivalent to

cotan(t) + cotan(s) =
sin(t+ s)

sin(t) sin(s)
,

cotan(t)− cotan(s) = − sin(t− s)
sin(t) sin(s)

=
sin(s− t)

sin(t) sin(s)
,

respectively. Finally, the identities (51) and (52) are in accordance with

cotan(t+ s) =
cotan(t) cotan(s)− 1

cotan(t) + cotan(s)
, cotan(t− s) =

cotan(t) cotan(s) + 1

cotan(s)− cotan(t)
,

respectively.
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4. Discrete hyperbolic system

In this section we define discrete hyperbolic matrix functions and show analogous results
as for the trigonometric functions in the previous section. Some of these results are known
from [27] but some results and identities are new.

In this section we consider the system (S) with the matrix Sk in the form

Sk =

(
Pk Qk

Qk Pk

)
,

where the coefficients matrices Pk, Qk ∈ Rn×n satisfy for all k ∈ [0, N ]Z the identities

PT
kPk − QT

kQk = I = PkP
T
k − QkQ

T
k , (53)

PT
kQk − QT

kPk = 0 = PkQ
T
k − QkP

T
k , (54)

see also [27, identity (10)].

Remark 4.1. It was shown in [27] that from identities (53) and (54) follows that the
matrix Pk is necessarily invertible for all k ∈ [0, N ]Z, and moreover the identities (Pk ±
Qk)−1 = PT

k ∓ QT
k and (P−1k Qk)T = P−1k Qk hold, see [27, identities (11) and (12)].

The following definition was not stated in [27] explicitly, but it corresponds to the
system from [27, identity (19)].

Definition 4.2 (Discrete hyperbolic system). The system

Xk+1 = PkXk + QkUk, Uk+1 = QkXk + PkUk, (DHS)

where the matrices Pk and Qk satisfy identities (53) and (54) for all k ∈ [0, N ]Z, is called
a discrete hyperbolic system (DHS).

Remark 4.3. Similarly to Remark 3.3 we can show the justifiability of the terminology
“hyperbolic” system. It follows from [27, formulaes (27) and (28)], that the solution of
the scalar discrete hyperbolic problem

xk+1 = pkxk + qkuk, and uk+1 = qkxk + pkuk,

with the initial conditions x0 = 0 and u0 = 1 can be expressed in the form

xk =

(
k−1∏
i=0

sgn pi

)
sinh

(
k−1∑
i=0

ln|pi + qi|

)
and uk =

(
k−1∏
i=0

sgn pi

)
cosh

(
k−1∑
i=0

ln|pi + qi|

)
.

By analogy to Lemma 3.4 we may proove the following lemma.

Lemma 4.4. The pair (XU) solves the discrete hyperbolic system (DHS) if and only if the
pair (UX) solves the same hyperbolic system.

The following definition was published in [27, Definition 3.1].

Definition 4.5 (Discrete matrix-valued hyperbolic functions). Let k0 ∈ [0, N + 1]Z be
fixed. We define the discrete n × n matrix-valued functions hyperbolic sine (denoted by
Sinhk;k0) and hyperbolic cosine (denoted Coshk;k0) by

Sinhk;k0 : = Xk, Coshk;k0 : = Uk,
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where the pair (XU) is the principal solution of system (DHS) at k0. We suppress the index
k0 when k0 = 0, i.e., we denote Sinhk : = Sinhk;0 and Coshk : = Coshk;0.

Remark 4.6. The solutions of the scalar continuous time system (CHS) take the form

Sinh(t) = sinh
∫ t

a
Q(τ) dτ and Cosh(t) = cosh

∫ t

a
Q(τ) dτ , see [30, pg. 12]. Hence, we can

see discrete matrix functions Sinhk;k0 and Coshk;k0 as n-dimensional discrete analogs of
the scalar continuous hyperbolic functions sinh(t− s) and cosh(t− s), which are solutions
of the scalar system (CHS) with Q(t) ≡ 1.

Since the solutions (Cosh
Sinh) and (SinhCosh) form normalized conjoined bases of (DHS), it follows

that

Ψk : =

(
Coshk Sinhk

Sinhk Coshk

)
is a fundamental matrix of system (DHS). Therefore, every solution (XU) of (DHS) has
the form

Xk = CoshkX0 + Sinhk U0 and Uk = SinhkX0 + Coshk U0

for all k ∈ [0, N + 1]Z, see also [27, Theorem 3.1].
From formulas (4)–(9) we get the following properties for solutions of discrete hyperbolic

systems, which correspond to [27, Corollary 3.1 and Theorem 3.2].

Corollary 4.7. For all k ∈ [0, N + 1]Z the identities

CoshT
k Coshk− SinhT

k Sinhk = I = Coshk CoshT
k − Sinhk SinhT

k , (55)

CoshT
k Sinhk− SinhT

k Coshk = 0 = Coshk SinhT
k − Sinhk CoshT

k (56)

hold, while for all t ∈ [0, N ]Z we have the identities

Coshk+1 CoshT
k − Sinhk+1 SinhT

k = Pk,

Sinhk+1 CoshT
k −Coshk+1 SinhT

k = Qk.

Similarly to Corollary 3.9, with using the Frobenius norm, we can establish a matrix
analog of the formula cosh2(t)− sinh2(t) = 1, which is [27, Corollary 3.2].

Corollary 4.8. For all k ∈ [0, N + 1]Z the next identity holds

‖Cosh‖2F − ‖Sinh‖2F = n.

Remark 4.9. The matrix-valued function hyperbolic cosine has the natural property of
scalar hyperbolic cosine. It follows from (55) that the matrix Coshk is invertible for all
k ∈ [0, N + 1]Z. Moreover, from (55) and (56) we get

Cosh−1k = CoshT
k − SinhT

k CoshT−1
k SinhT

k .

On the other hand, the invertibility of the matrix Sinhk is not automatically guaranteed.
However, if the matrix Sinh is invertible at some point k ∈ [0, N + 1]Z, then

Sinh−1k = CoshT
k SinhT−1

k CoshT
k − SinhT

k .

The following sum and difference formulas were established in [27, Theorem 3.3 and Corol-
lary 3.3].
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Theorem 4.10. For k, l ∈ [0, N + 1]Z we have

Sinhk;l = Sinhk CoshT
l −Coshk SinhT

l , (57)

Coshk;l = Coshk CoshT
l − Sinhk SinhT

l , (58)

Sinhk = Sinhk;l Coshl + Coshk;l Sinhl, (59)

Coshk = Coshk;l Coshl + Sinhk;l Sinhl . (60)

Remark 4.11. With respect to Remark 4.6 for the scalar continuous time case with
Q(t) ≡ 1, identities (57)–(58) are matrix analogues of

sinh(t− s) = sinh(t) cosh(s)− cosh(t) sinh(s),

cosh(t− s) = cosh(t) cosh(s)− sinh(t) sinh(s).

By interchanging the parameters k and l in (57) and (58) we get the following corollary,
which we can see as n-dimensional discrete extensions of the statement about the parity
for the scalar hyperbolic functions, see also [27, Corollary 3.4].

Corollary 4.12. Let be k, l ∈ [0, N + 1]Z. Then the identities

Sinhk;l = − SinhT
l;k and Coshk;l = CoshT

l;k (61)

are true.

Now, by using the same idea and technique as for the discrete trigonometric functions,
we can derive analogous results to Theorem 3.14 for discrete hyperbolic systems. For
continuous time hyperbolic systems it was shown in [30, Theorem 4.2]. Hence, we consider
the following two discrete hyperbolic systems

Xk+1 = P
(i)
k Xk + Q

(i)
k Uk, Uk+1 = Q

(i)
k Xk + P

(i)
k Uk (62)

with initial conditions X
(i)
0 = 0 and U

(i)
0 = I, where i = 1, 2. Denote by Sinh

(i)
k

and Cosh
(i)
k the corresponding matrix hyperbolic sine and hyperbolic cosine functions

from Definition 4.5. Note, that for simplicity we use the following notation (Q
(i)
k )T =

Q
(i)T
k , (P

(i)
k )T = P

(i)T
k , (Sinh

(i)
k )T = Sinh

(i)T
k , (Cosh

(i)
k )T = Cosh

(i)T
k , (Sinh+k)T = Sinh+T

k ,
(Cosh+k)T = Cosh+T

k , (Sinh−k)T = Sinh−Tk , and (Cosh−k)T = Cosh−Tk . Now, we put

Sinh+k : = Sinh
(1)
k Cosh

(2)T
k + Cosh

(1)
k Sinh

(2)T
k , (63)

Cosh+k : = Cosh
(1)
k Cosh

(2)T
k + Sinh

(1)
k Sinh

(2)T
k , (64)

Sinh−k : = Sinh
(1)
k Cosh

(2)T
k −Cosh

(1)
k Sinh

(2)T
k , (65)

Cosh−k : = Cosh
(1)
k Cosh

(2)T
k − Sinh

(1)
k Sinh

(2)T
k . (66)

For two different discrete hyperbolic systems with the same initial conditions the fol-
lowing sum and difference “formulaes” hold. For two same discrete hyperbolic systems
with different initial conditions it is shown in Theorem 4.10.
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Theorem 4.13. Assume that P
(i)
k and Q

(i)
k , i = 1, 2, satisfy (53) and (54). The pair

Sinh+k and Cosh+k solves the system

Xk+1 = P
(1)
k (XkP

(2)T
k + UkQ

(2)T
k ) + Q

(1)
k (XkQ

(2)T
k + UkP

(2)T
k ),

Uk+1 = Q
(1)
k (XkP

(2)T
k + UkQ

(2)T
k ) + P

(1)
k (XkQ

(2)T
k + UkP

(2)T
k ),

with the initial conditions X0 = 0 and U0 = I. The pair Sinh−k and Cosh−k solves the
system

Xk+1 = P
(1)
k (XkP

(2)T
k − UkQ

(2)T
k ) + Q(1)(−XkQ

(2)T
k + UkP

(2)T
k ),

Uk+1 = Q
(1)
k (XkP

(2)T
k − UkQ

(2)T
k ) + P(1)(−XkQ

(2)T
k + UkP

(2)T
k ).

with the initial conditions X0 = 0 and U0 = I. Moreover, for all k ∈ [0, N + 1]Z we have

Cosh+k Cosh+T
k − Sinh+k Sinh+T

k = I = Cosh+T
k Cosh+k − Sinh+T

k Sinh+k , (67)

Cosh−k Cosh−Tk − Sinh−k Sinh−Tk = I = Cosh−Tk Cosh−k − Sinh−Tk Sinh−k , (68)

Sinh+k Cosh+T
k −Cosh+k Sinh+T

k = 0 = Sinh+T
k Cosh+k −Cosh+T

k Sinh+k , (69)

Sinh−k Cosh−Tk −Cosh−k Sinh−Tk = 0 = Sinh−Tk Cosh−k −Cosh−Tk Sinh−k . (70)

Remark 4.14. An analogous statement as in Remark 3.15 for the pairs
(
Sin+

Cos+

)
and

(
Sin−

Cos−

)
now holds for the solutions

(
Sinh+

Cosh+

)
and

(
Sinh−

Cosh−

)
. It means, these two pairs are not conjoined

bases of their corresponding systems, because these systems are not symplectic.

As in Corollary 3.16, when the two systems in (62) are the same, we obtain from
Theorem 4.13 the following. It is a discrete analogue of [30, Corollary 1].

Corollary 4.15. Assume that Pk and Qk satisfy (53) and (54). Then the system

Xk+1 = Pk(XkP
T
k + UkQ

T
k ) + Qk(XkQ

T
k + UkP

T
k ),

Uk+1 = Qk(XkP
T
k + UkQ

T
k ) + Pk(XkQ

T
k + UkP

T
k )

with the initial conditions X0 = 0 and U0 = I possesses the solution

Xk = 2 Sinhk CoshT
k and U = Coshk CoshT

k + Sinhk SinhT
k ,

where Sinh and Cosh are the matrix functions in Definition 4.5. Moreover, the above
matrices X and U commute, i.e. XkUk = UkXk.

Remark 4.16. The previous corollary can be viewed as the n−dimensional discrete
analogy of the double angle formulae for scalar continuous time hyperbolic functions

sinh(2t) = 2 sinh(t) cosh(t) and cosh(2t) = cosh2(t) + sinh2(t).

Now we can formulate similar identities as for trigonometric functions in Corollary 3.18.

Corollary 4.17. For all k ∈ [0, N + 1]Z we have the identities

Sinh
(1)
k Sinh

(2)T
k =

1

2
(Cosh+k −Cosh−k), (71)

Cosh
(1)
k Cosh

(2)T
k =

1

2
(Cosh+k + Cosh−k), (72)

Sinh
(1)
k Cosh

(2)T
k =

1

2
(Sinh+k + Sinh−k). (73)
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Remark 4.18. Identities (71)–(73) are discrete n-dimensional analogues of

sinh(t) sinh(s) =
1

2
[cosh(t+ s)− cosh(t− s)],

cosh(t) cosh(s) =
1

2
[cosh(t+ s) + cosh(t− s)],

sinh(t) cosh(s) =
1

2
[sinh(t+ s) + sinh(t− s)].

The next definition of discrete matrix hyperbolic functions tangent and cotangent is
known from [27, Definition 3.2]. Recall that the matrix function Coshk is invertible for
all k ∈ [0, N + 1]Z, see Remark 4.9.

Definition 4.19. We define the discrete matrix-valued function hyperbolic tangent (we
write Tanh) by

Tanhk : = Cosh−1k Sinhk .

Whenever Sinhk is invertible we define the discrete matrix-valued function hyperbolic
cotangent (we write Cotanh) by

Cotanhk : = Sinh−1k Coshk .

Analogous results for discrete hyperbolic tangent and cotangent as in Theorem 3.21 and
Theorem 3.23 for trigonometric functions tangent and cotangent were published in [27,
Theorem 3.4].

Theorem 4.20. For k ∈ [0, N + 1]Z we have

TanhT
k = Tanhk, (74)

Cosh−1k CoshT−1
k + Tanh2

k = I, (75)

and for k ∈ [0, N ]Z
∆ Tanhk = Cosh−1k+1 Qk CoshT−1

k . (76)

Remark 4.21. In the scalar case n = 1 identity (74) is trivial. In the scalar continuous
time case (CHS) identity (75) takes the form

1

cosh2(s)
+ tanh2(s) = 1 with s =

∫ t

a

Q(τ) dτ .

Finally, identity (76) takes the form(
tanh

∫ t

a

Q(τ) dτ

)′
=

Q(t)

cosh2
∫ t

a
Q(τ) dτ

.

Theorem 4.22. Whenever Cotanhk is defined we get

CotanhT
k = Cotanhk, (77)

Cotanh2
k− Sinh−1k SinhT−1

k = I. (78)

Moreover, if Sinhk and Sinhk+1 are invertible, then

∆ Cotanhk = − Sinh−1k+1 Qk SinhT−1
k . (79)
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Remark 4.23. In the scalar case n = 1 identity (77) is trivial. In the scalar continuous
time case (CHS) identity (78) reads as

cotanh2(s)− 1

sinh2(s)
= 1,

where s 6= 0 is from Remark 4.21. Finally, for
∫ t

a
Q(τ) dτ 6= 0 reduces identity (79) to(

cotanh

∫ t

a

Q(τ) dτ

)′
=

−Q(t)

sinh2
∫ t

a
Q(τ) dτ

.

Next, similarly to the definitions of the time scale matrix functions Sinh
(i)
k , Cosh

(i)
k ,

Sinh±k , and Cosh±k from (62)–(66) we define

Tanh
(i)
k : = (Cosh

(i)
k )−1 Sinh

(i)
k , Cotanh

(i)
k : = (Sinh

(i)
k )−1 Cosh

(i)
k ,

Tanh+k : = (Cosh+k)−1 Sinh+k , Cotanh+k : = (Sinh+k)−1 Cosh+k ,

Tanh−k : = (Cosh−k)−1 Sinh−k , Cotanh−k : = (Sinh−k)−1 Cosh−k .

Remark 4.24. As in Remark 3.25 we conclude that the first identities from (69) and
(70) imply the symmetry of the functions Tanh±k and Cotanh±k .

Theorem 4.25. For all k ∈ [0, N + 1]Z such that all involved functions are defined we
have

Tanh
(1)
k + Tanh

(2)
k = Tanh

(1)
k (Cotanh

(1)
k + Cotanh

(2)
k ) Tanh

(2)
k , (80)

Tanh
(1)
k −Tanh

(2)
k = Tanh

(1)
k (Cotanh

(2)
k −Cotanh

(1)
k ) Tanh

(2)
k , (81)

Tanh
(1)
k + Tanh

(2)
k = (Cosh

(2)
k )−1 Sinh+T

k (Cosh
(1)
k )T−1, (82)

Tanh
(1)
k −Tanh

(2)
k = (Cosh

(2)
k )−1 Sinh−Tk (Cosh

(1)
k )T−1, (83)

Tanh+k = (Cosh
(2)
k )T−1 (I + Tanh

(1)
k Tanh

(2)
k )−1

× (Tanh
(1)
k + Tanh

(2)
k ) Cosh

(2)T
k , (84)

Tanh−k = (Cosh
(2)
k )T−1 (I − Tanh

(1)
k Tanh

(2)
k )−1

× (Tanh
(1)
k −Tanh

(2)
k ) Cosh

(2)T
k , (85)

Cotanh
(1)
k + Cotanh

(2)
k = Cotanh

(1)
k (Tanh

(1)
k + Tanh

(2)
k ) Cotanh

(2)
k , (86)

Cotanh
(1)
k −Cotanh

(2)
k = Cotanh

(1)
k (Tanh

(2)
k −Tanh

(1)
k ) Cotanh

(2)
k , (87)

Cotanh
(1)
k + Cotanh

(2)
k = (Sinh

(2)
k )−1 Sinh+T

k (Sinh
(1)
k )T−1, (88)

Cotanh
(1)
k −Cotanh

(2)
k = −(Sinh

(2)
k )−1 Sinh−Tk (Sinh

(1)
k )T−1. (89)

Cotanh+k = (Sinh
(2)
k )T−1 (Cotanh

(1)
k + Cotanh

(2)
k )−1

× (Cotanh
(1)
k Cotanh

(2)
k +I) Sinh

(2)T
k , (90)

Cotanh−k = (Sinh
(2)
k )T−1 (Cotanh

(2)
k −Cotanh

(1)
k )−1

× (Cotanh
(1)
k Cotanh

(2)
k −I) Sinh

(2)T
k , (91)
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Remark 4.26. Consider now the scalar continuous time case (CHS) with Q(t) ≡ 1. Then
identities (80) and (81) are equivalent to

tanh(t) + tanh(s) = [cotanh(t) + cotanh(s)] tanh(t) tanh(s),

tanh(t)− tanh(s) = [cotanh(s)− cotanh(t)] tanh(t) tanh(s),

respectively, identities (82) and (83) have the form

tanh(t) + tanh(s) =
sinh(t+ s)

cosh(t) cosh(s)
, tanh(t)− tanh(s) =

sinh(t− s)
cosh(t) cosh(s)

,

respectively, while identities (84) and (85) have the form

tanh(t+ s) =
tanh(t) + tanh(s)

1 + tanh(t) tanh(s)
, tanh(t− s) =

tanh(t)− tanh(s)

1− tanh(t) tanh(s)
.

respectively. Moreover, the identities in (86) and (87) reduce to

cotanh(t) + cotanh(s) = [tanh(t) + tanh(s)] cotanh(t) cotanh(s),

cotanh(t)− cotanh(s) = [tanh(s)− tanh(t)] cotanh(t) cotanh(s),

respectively, and the identities in (88) and (89) correspond in this case to

cotanh(t) + cotanh(s) =
sinh(t+ s)

sinh(t) sinh(s)
, cotanh(t)− cotanh(s) =

sinh(s− t)
sinh(t) sinh(s)

,

respectively. Finally, the identities (90) and (91) is in accordance with

cotanh(t+ s) =
cotanh(t) cotanh(s) + 1

cotanh(t) + cotanh(s)
, cotanh(t− s) =

cotanh(t) cotanh(s)− 1

cotanh(s)− cotanh(t)
,

respectively.

5. Concluding remarks

In this paper we extended to discrete matrix case some identities known for the scalar
continuous time trigonometric and hyperbolic functions (for an overview see e.g. [1, Chap-
ter 4]). On the other hand, there are still several trigonometric and hyperbolic identities
which we could not extend to the discrete n-dimensional case, e.g.

sinx± sin y = 2 sin
x± y

2
cos

x∓ y
2

,

cosx+ cos y = 2 cos
x+ y

2
cos

x− y
2

,

cosx− cos y = 2 sin
x+ y

2
sin

y − x
2

,

sinhx± sinh y = 2 sinh
x± y

2
cosh

x∓ y
2

,

coshx+ cosh y = 2 cosh
x+ y

2
cosh

x− y
2

,

coshx− cosh y = 2 sinh
x+ y

2
sinh

x− y
2

,



(92)



Discrete trigonometric and hyperbolic systems 17

sin (x+ y) sin (x− y) = sin2 x− sin2 y,

cos (x+ y) cos (x− y) = cos2 x− sin2 y,

sinh (x+ y) sinh (x− y) = sinh2 x− sinh2 y,

cosh (x+ y) cosh (x− y) = sinh2 x+ cosh2 y.

 (93)

The first identity in (92) reduces to sinx = 2 sin x
2

cos x
2

if we put y = 0. Its right-hand
side seems to be similar to the solution Xk of the system in Corollary 3.16 but the left-
hand side is not the matrix-valued function Sink because this system is not trigonometric.
Similar reasoning can be used for the remaining identities in (92).

Nevertheless, we can calculate the corresponding products for matrix-valued functions
Sin+k , Cos+k , Sinh+k , and Cosh+k as on left-hand side in (93). But we can not to modify these
products in to the forms, which are similar to the right-hand side in (93), because the
matrix multiplication is not commutative.
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[5] J. H. Barrett, A Prüfer transformation for matrix differential systems, Proc. Amer. Math. Soc. 8

(1957), 510–518.

[6] D. S. Bernstein, Matrix Mathematics. Theory, Facts, and Formulas with Application to Linear Sys-

tems Theory, Princeton University Press, Princeton, 2005.
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[10] M. Bohner, O. Došlý, The discrete Prüfer transformations, Proc. Amer. Math. Soc. 129 (2001), no.

9, 2715–2726.
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[21] O. Došlý, Transformations and oscillatory properties of linear Hamiltonian systems — continuous

versus discrete, in: “Equadiff 9”, Proceedings of the Conference on Differential Equations and their

Applications (Brno, 1997), R. P. Agarwal, F. Neuman, J. Vosmanský, editors, pp. 49–61, Masaryk
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[33] R. Hilscher, P. Zemánek, Trigonometric and hyperbolic systems on time scales, Dynam. Systems

Appl. 18 (2009), no. 3-4, 483–505.

[34] W. Kratz, Quadratic Functionals in Variational Analysis and Control Theory, Akademie Verlag,

Berlin, 1995.
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