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Notation.

We use the standard (Bourbaki) notation:

N D f0; 1; 2; : : :g;

Z D ring of integers,
Q D field of rational numbers,
R D field of real numbers,
C D field of complex numbers,
Fp D Z=pZ D field with p elements, p a prime number.

For integers m and n, mjn means that m divides n, i.e., n 2 mZ. Throughout the notes, p
is a prime number, i.e., p D 2; 3; 5; : : :.

Given an equivalence relation, Œ�� denotes the equivalence class containing �. The
empty set is denoted by ;. The cardinality of a set S is denoted by jS j (so jS j is the number
of elements in S when S is finite). Let I and A be sets; a family of elements of A indexed
by I , denoted .ai /i2I , is a function i 7! ai W I ! A.

X � Y X is a subset of Y (not necessarily proper);
X

def
D Y X is defined to be Y , or equals Y by definition;

X � Y X is isomorphic to Y ;
X ' Y X and Y are canonically isomorphic (or there is a given or unique isomorphism);
,! denotes an injective map;
� denotes a surjective map.

It is standard to use Gothic (fraktur) letters for ideals:

a b c m n p q A B C M N P Q
a b c m n p q A B C M N P Q

Prerequisites

The algebra usually covered in first-year graduate courses and a course in algebraic number
theory, for example, my course notes listed below.
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DRAMATIS PERSONÆ

FERMAT (1601–1665). Stated his last “theorem”, and proved it for m D 4. He also posed
the problem of finding integer solutions to the equation,

X2 � AY 2 D 1; A 2 Z; (1)

which is essentially the problem1 of finding the units in ZŒ
p
A�. Brouncker found an algo-

rithm for solving the problem, but neglected to prove that the algorithm always works.

EULER (1707–1783). He introduced analysis into the study of the prime numbers, and he
discovered an early version of the quadratic reciprocity law.2

LAGRANGE (1736–1813). He proved that the algorithm for solving (1) always leads to a
solution, and he proved that every positive integer is a sum of four squares.

LEGENDRE (1752–1833). He introduced the “Legendre symbol”
�
m
p

�
, and he found the

complete form of the quadratic reciprocity law,�
p
q

� �
q
p

�
D .�1/.p�1/.q�1/=4; p; q odd primes.

He proved a result that implies the following local-global principle for quadratic forms in
three variables over Q: such a form Q.X; Y;Z/ has a nontrivial zero in Q if and only if it
has one in R and the congruence Q � 0 mod pn has a nontrivial solution for all p and n.

GAUSS (1777–1855). He found the first complete proofs of the quadratic reciprocity law.
He studied the Gaussian integers ZŒi � in order to find a quartic reciprocity law. He studied
the classification of binary quadratic forms over Z, which is closely related to the problem
of finding the class numbers of quadratic fields.

DIRICHLET (1805–1859). He introduced L-series, and used them to prove an analytic for-
mula for the class number and a density theorem for the primes in an arithmetic progression.
He proved the following “unit theorem”: let ˛ be a root of a monic irreducible polynomial
f .X/ with integer coefficients; suppose that f .X/ has r real roots and 2s complex roots;
then ZŒ˛�� is a finitely generated group of rank r C s � 1.

KUMMER (1810–1893). He made a deep study of the arithmetic of cyclotomic fields, mo-
tivated by a search for higher reciprocity laws, and showed that unique factorization could
be recovered by the introduction of “ideal numbers”. He proved that Fermat’s last theorem
holds for regular primes.

HERMITE (1822–1901). He made important contributions to quadratic forms, and he showed
that the roots of a polynomial of degree 5 can be expressed in terms of elliptic functions.

EISENSTEIN (1823–1852). He published the first complete proofs for the cubic and quartic
reciprocity laws.

KRONECKER (1823–1891). He developed an alternative to Dedekind’s ideals. He also had
one of the most beautiful ideas in mathematics for generating abelian extensions of number
fields (the Kronecker liebster Jugendtraum).

1The Indian mathematician Bhaskara (12th century) knew general rules for finding solutions to the equa-
tion.

2Euler discovered [the quadratic reciprocity law] and, apparently, it is possible to construct a proof of the
theorem using different fragments that can be found in Euler’s Opera omnia or his Nachless. It was Gauss who
gave the first complete proof. . . . (Michael Berg, MR2131680).
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RIEMANN (1826–1866). Studied the Riemann zeta function, and made the Riemann hy-
pothesis.
DEDEKIND (1831–1916). He laid the modern foundations of algebraic number theory by
finding the correct definition of the ring of integers in a number field, by proving that ideals
factor uniquely into products of prime ideals in such rings, and by showing that, modulo
principal ideals, they fall into finitely many classes. Defined the zeta function of a number
field.
WEBER (1842–1913). He found the correct generalization of “class group” to allow for
ramification. Made important progress in class field theory and the Kronecker Jugendtraum.
HENSEL (1861–1941). He gave the first definition of the field of p-adic numbers (as the set
of infinite sums

P1
nD�k anp

n, an 2 f0; 1; : : : ; p � 1g) in the 1890s.3

HILBERT (1862–1943). He wrote a very influential book on algebraic number theory in
1897, which gave the first systematic account of the theory. Some of his famous problems
were on number theory, and have also been influential.
TAKAGI (1875–1960). He proved the fundamental theorems of abelian class field theory,
as conjectured by Weber and Hilbert.
NOETHER (1882–1935). Together with Artin, she laid the foundations of modern algebra
in which axioms and conceptual arguments are emphasized, and she contributed to the
classification of central simple algebras over number fields.
HECKE (1887–1947). Introduced HeckeL-series generalizing both Dirichlet’sL-series and
Dedekind’s zeta functions.
ARTIN (1898–1962). He found the “Artin reciprocity law”, which is the main theorem of
class field theory (improvement of Takagi’s results). Introduced the Artin L-series.
HASSE (1898–1979). He gave the first proof of local class field theory, proved the Hasse
(local-global) principle for all quadratic forms over number fields, and contributed to the
classification of central simple algebras over number fields.
BRAUER (1901–1977). Defined the Brauer group, and contributed to the classification of
central simple algebras over number fields.
WEIL (1906–1998). Showed how to interpret Hecke characters in terms of idèles. Defined
the Weil group, which enabled him to give a common generalization of Artin L-series and
Hecke L-series.
CHEVALLEY (1909–84). The main statements of class field theory are purely algebraic,
but all the earlier proofs used analysis; Chevalley gave a purely algebraic proof. With his
introduction of idèles he was able to give a natural formulation of class field theory for
infinite abelian extensions.
IWASAWA (1917–1998). He introduced an important new approach into algebraic number
theory which was suggested by the theory of curves over finite fields.
TATE (1925–2019 ). He proved new results in group cohomology, which allowed him to
give an elegant reformulation of class field theory. With Lubin he found an explicit way of
generating abelian extensions of local fields.
LANGLANDS (1936– ). The Langlands program4 is a vast series of conjectures that, among
other things, contains a nonabelian class field theory.

3The theory of valuations was founded by the Hungarian mathematician Kürschák in 1912.
4Not to be confused with its geometric analogue, sometimes referred to as the geometric Langlands pro-

gram, which appears to lack arithmetic and analytic significance.
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Introduction

L’objet de la théorie du corps de classes est de
montrer comment les extensions abéliennes d’un
corps de nombres algébriques K peuvent être
déterminées par des éléments tirés de la connais-
sance de K lui-même; ou, si l’on veut présenter
les choses en termes dialectiques, comment un
corps possède en soi les éléments de son propre
dépassement.
Chevalley 1940.5

The goal of class field theory is to describe the Galois extensions of a local or global
field in terms of the arithmetic of the field itself. For abelian extensions, the theory was
developed between roughly 1850 and 1930 by Kronecker, Weber, Hilbert, Takagi, Artin,
Hasse, and others. For nonabelian extensions, the first indication of the shape the theory
should take is in a letter from Langlands to Weil in 1967. In recent years there has been
much progress in the nonabelian local and function field cases, but less in the number field
case. Beginning about 1980, abelian class field theory has been succesfully extended to
higher dimensional fields.

Apart from a few remarks about the more general cases, these notes will concentrate on
the case of abelian extensions of local and number fields, which is the basic case.

In the remainder of the introduction, I give a brief historical outline of abelian class
field theory. Throughout, by an extension L of a number field K, I mean an extension field
contained in some fixed algebraically closed field containing K. For example, if K is a
number field contained in C, then we can consider the extensions of K contained in C.

Classification of extensions by the prime ideals that split

Recall (ANT, 3.34) that a prime ideal p of OK factors (decomposes) in an extension L of
K as

pOL D Pe11 � � �P
eg
g ; (2)

where P1; : : : ;Pg are the prime ideals of OL such that Pi \ OK D p and ei � 1.
Moreover,

n D e1f1 C � � � C egfg ; (3)

where n is the degree of L over K and fi is the degree of the residue field extension
OL=Pi � OK=p. When ei > 1 for some i , the prime p is said to ramify in L, and when

5The object of class field theory is to show how the abelian extensions of an algebraic number field K can
be determined by elements drawn from a knowledge ofK itself; or, if one prefers to present things in dialectical
terms, how a field contains within itself the elements of its own transcending.

1



2 Introduction

all ei > 1, it is said to be totally ramified in L. When ei D 1 D fi for all i , so that p D
P1 � � �Pn, the prime p is said to split in L (or, for emphasis, split completely). Choose a
primitive element ˛ for L=K with ˛ 2 OL. Then

L D KŒ˛� ' KŒX�=.f .X//; (f monic irreducible),

and the primes that ramify divide the discriminant of f (so there can only be finitely many
of them).6 Moreover, a prime ideal not dividing the discriminant of f splits inL if and only
if f splits completely modulo p. For example, if .p/ ramifies in QŒ

p
m� ' QŒX�=.X2�m/,

then p divides 4m, and a prime ideal .p/ not dividing 4m splits in QŒ
p
m� if and only if m

becomes a square modulo p.
When L=K is Galois, e1 D e2 D � � � D e and f1 D f2 D � � � D f , and so these

equations simplify to
pOL D .P1 � � �Pg/e; n D efg: (4)

Let Spl.L=K/ denote the set of prime ideals of OK splitting in L. Towards the end of
the nineteenth century, Frobenius used analytic methods to prove the following statement.

THEOREM 0.1 (FROBENIUS) WhenL=K is Galois, the set Spl.L=K/ has density 1=ŒLWK�
in the set of all prime ideals in OK .

From this it follows that the set Spl.L=K/ determines L: if the same primes split in L
and L0, then it follows that

Spl.L=K/ D Spl.LL0=K/ D Spl.L0=K/

(ANT, proof of 8.38), and so

ŒLWK� D ŒLL0WK� D ŒL0WK�:

Thus the Galois extensions of K are classified by the sets Spl.L=K/. Two fundamental
problems remain.

0.2 Determine the sets Spl.L=K/ as L runs over the finite Galois extensions of K.

0.3 Describe the extension L=K in terms of the set Spl.L=K/.

We shall see that 0.2 has a precise answer when L runs over the abelian extensions
of K. In this case, the sets Spl.L=K/ are characterized by certain congruence conditions.
However, for nonabelian Galois extensions, the sets are not characterized by congruence
conditions, and the best one can hope for is some analytic description.

Regarding 0.3, note that the density of Spl.L=K/ determines the degree of L=K. We
would like to be able to determine the full Galois group of L=K. Moreover, we would
like to determine how each prime of K decomposes in L. For example, we would like
to determine the set of prime ideals that ramify in L, and for those that don’t ramify we

6We have
disc.f / D disc.OK Œ˛�=OK/ D .OLWOK Œ˛�/2 � disc.OL=OK/

(see ANT, 2.25). Therefore, if a prime ramifies in L, then it divides disc.f /, but there may be primes dividing
disc.f / that are not ramified in L. For example, let L be the the quadratic field generated by a square root of
m. If m is congruent to 1 mod 4, then 2 divides the discriminant of f but is not ramified in L.



Introduction 3

would like to determine the residue class degree f .p/ of the primes dividing p. For abelian
extensions, from the description of Spl.L=K/ given by 0.2, we shall be able to do this.

Before continuing I make one observation: in the above discussion, we may ignore a
finite number of primes of K. For example, if S is a fixed finite set of prime ideals of OK ,
then, in the above discussion, we may replace Spl.L=K/ with the set SplS .L=K/ of prime
ideals not in S that split in L.

NOTES For a Galois extensionL=K of number fields, Frobenius attached a conjugacy class .p; L=K/
of elements in G D Gal.L=K/ to each prime ideal p of K unramified in L, and he conjectured that
the density of the primes giving a fixed conjugacy class C is jC j=jGj. By construction, the elements
in .p; L=K/ have order f .p/ in G, and so this statement applied to the trivial conjugacy class gives
Theorem 0.1. Frobenius was able to prove only a weaker statement than his conjecture (sufficient for
0.1), in which certain conjugacy classes are grouped together7, and the full conjecture was proved
by Chebotarev only in 1926.

Quadratic extensions of Q

For quadratic extensions of Q, the answer to 0.2 is provided by the quadratic reciprocity
law. For example, let p be an odd prime number, and let p� D .�1/

p�1
2 p, so that p� � 1

mod 4. Then QŒ
p
p��=Q is ramified only at p. A prime number q ¤ p splits in QŒ

p
p��

if and only if p� is a square modulo q, i.e.,
�
p�

q

�
D 1. But if q is odd, then the quadratic

reciprocity law says that
�
p�

q

�
D

�
q
p

�
, and so q splits in QŒ

p
p�� if and only if q is a

square modulo p. Let H � .Z=pZ/� be the set of squares. Then Spl.Q
p
p��=Q/ consists

of the primes q such q mod p lies inH . Recall that .Z=pZ/� is cyclic of even order p� 1,
and so H is the unique subgroup of .Z=pZ/� of index 2. Thus

.Z=pZ/�=H ' Gal.QŒ
p
p��=Q/:

More generally, let S be a finite set of prime numbers. Let m be a positive integer
divisible only by primes in S and assume that m is either odd or divisible by 4. For a
subgroup H of .Z=mZ/� of index 2, let

p.H/ D f.p/ j p a prime number, p … S , p mod m lies in H g:

Then the sets SplS .L=Q/ for L running over the quadratic extensions of Q unramified
outside S are exactly the sets p.H/ (for varyingm). In particular, we see that each such set
SplS .L=Q/ is determined by a congruence condition modulo m for some m.

NOTES In elementary number theory courses, the quadratic reciprocity often appears as a curiosity,
no more profound than many other curiosities. In fact, as the above discussion illustrates, it should be
considered the first result in class field theory, which helps explain why Euler, Lagrange, Legendre,
and Gauss devoted so much attention to it.

Unramified abelian extensions

Let I be the group of fractional ideals of K, i.e., the free abelian group generated by the
prime ideals of OK , and let i WK� ! I be the map sending a 2 K� to the principal ideal

7Frobenius, G., 1896, Die Beziehungen Zwischen den Primidealen eines Algebraischen Körpers und den
Substitutionen einer Gruppe, Berlin Akad.-Ber.. For a statement of Frobenius’s theorem, see Exercise A-10,
p. 268.

Radan Kučera
Zvýraznění
q má být asi liché prvočíslo, pro 2 je třeba, aby p^* byla druhá mocnina modulo 8, tedy kongruentní s 1 modulo 8.



4 Introduction

.a/. The class group C ofK is I=i.K�/. To give a subgroupH of C is the same as giving
a subgroup QH of I containing i.K�/.

By a “prime” of K, I mean an equivalence class of nontrivial valuations on K.8 Thus
there is exactly one prime for each nonzero prime ideal in OK , for each embeddingK ,! R,
and for each conjugate pair of nonreal embeddings K ,! C. The corresponding primes are
called finite, real, and complex respectively. An element of K is said to be positive at the
real prime corresponding to an embedding K ,! R if it maps to a positive element of R.
A real prime of K is said to split in an extension L=K if every prime lying over it is real;
otherwise it is said to ramify in L. For example, QŒ

p
�5� is ramified over Q exactly at the

primes .2/, .5/; and1.
We say that a finite extension L=K is unramified if it is unramified at all the primes of

K. This means that each prime ideal in OK is unramified in L and each real prime of K
remains real (i.e., every real embedding of K extends to a real embedding of L).

Let H be a subgroup of the class group C of K. A finite unramified abelian extension
L of K is said to be a class field for H if the primes ideals of OK splitting in L are exactly
those in QH . The next theorem provides an answer to both 0.2 and 0.3 for the unramified
abelian extensions of K.

THEOREM 0.4 (FURTWÄNGLER 1907) A class field exists for each subgroup of C ; it is
unique, and every finite unramified abelian extension of K arises as the class field of some
subgroup of C . If L is the class field of H , then Gal.L=K/ � C=H , and for every prime
ideal p of K, f .p/ is the order of the image of p in the group C=H .

The subgroup H of C corresponding to a finite unramified abelian extension L of K is
that generated by the primes that split in L. The uniqueness of the class field follows from
(0.1).

The class field of the trivial subgroup of C is called the Hilbert class field of K. It is
the largest abelian extension L of K unramified at all primes of K (including the infinite
primes). The prime ideals that split in it are exactly the principal ones, and Gal.L=K/ � C .
For example, the class number of K D QŒ

p
�5� is 2, and its Hilbert class field is KŒ

p
�1�

(ANT, 4.11).

NOTES Theorem 0.4 was conjectured by Hilbert in 1897, and proved by his student Furtwängler in
1907.

Ramified abelian extensions

To generalize Theorem 0.4 to ramified extensions, we need to generalize our notion of an
ideal class group. To see how to do this, we should look first at the abelian extensions we
do understand, namely, the cyclotomic extensions of Q. Let m be a positive integer that is
either odd or divisible by 4, and let �m be a primitive mth root of 1. Recall (ANT, Chapter
6) that QŒ�m� is an extension of Q whose Galois group is .Z=mZ/� with Œn� acting as
�m 7! �nm. Moreover, with our condition on m, the primes ramifying in QŒ�m� are exactly
the ideals .p/ such that pjm and1. How can we realize .Z=mZ/� as an ideal class group?
We can try mapping an ideal .p/ to the class of Œp� in .Z=mZ/�, but this is only possible
if .p;m/ D 1. Thus, let S be the set of prime ideals .p/ such that pjm, and let IS be the
group of fractional ideals of Q generated by the prime ideals not in S . Each element of IS

can be represented as . r
s
/ with r and s positive integers relatively prime to m, and we map

8“place” is more common than “prime”. Sometime I’ll switch. “spot” is also used.

Radan Kučera
Zvýraznění
every real embedding of K satisfies that each its extension to L remains real 

Radan Kučera
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. r
s
/ to Œr�Œs��1 in .Z=mZ/�. This gives us a surjective homomorphism IS ! .Z=mZ/�

whose kernel we now describe. Let m D
Q
pordp.m/, so that

Z=mZ '
Y
pjm

Z=pordp.m/ .Chinese remainder theorem)

.Z=mZ/� '
Y
pjm

�
Z=pordp.m/

��
:

An ideal . r
s
/ with .r;m/ D 1 D .s;m/ maps to 1 if and only if r and s have the same sign

and r and s map to the same element in
�
Z=pordp.m/

��
for all p dividing m. Note that the

condition at1 is that r
s
> 0 and the condition at p is that ordp. rs � 1/ � ordp.m/.

To generalize this, define a modulus of a number field K to be the (formal) product
m D m0m1 of an integral ideal m0 of OK with the product m1 of certain of the real
primes of K. Let S.m/ be the set of primes dividing m, and define IS.m/ to be the group
of fractional ideals generated the prime ideals of OK not in S.m/. The ray class group
Cm with modulus m is defined to be the quotient of IS.m/ by the subgroup of ideals in
IS.m/ generated by an element a such that a > 0 at all real primes dividing m1 and
ordp.a � 1/ � ordp.m0/ for all prime ideals p dividing m0 (here ordp.m0/ is the exponent
of p in m0).

For example, if m D 1, then Cm D C , the usual class group. If m is the product of
the real primes of K (so m0 D 1), then Cm is the quotient of I by the principal ideals
generated by totally positive9 elements of K, which is the narrow-class10 group. If K D Q
and m D .m/1, then Cm ' .Z=mZ/�, as in the first paragraph.

Let H be a subgroup of Cm for some modulus m, and let QH be its inverse image in
IS.m/: An abelian extension L of K, unramified at the primes dividing m, is said to be a
class field for H if the prime ideals of OK not dividing m0 that split in L are exactly those
in QH . The following theorem extends Theorem 0.4 to all abelian extensions of K.

THEOREM 0.5 (TAKAGI) A class field exists for each subgroup of a ray class group Cm; it
is unique, and every finite abelian extension of K arises as the class field of some subgroup
of a ray class group. If L is the class field of H � Cm, then Gal.L=K/ � Cm=H and
the prime ideals p of K not dividing m are unramified in L with residue class degree f .p/
equal to the order of the image of p in the group Cm=H .

For any finite set S of primes of K, Theorem 0.5 completely solves the problem of
determining the sets SplS .L=K/ for abelian Galois extensionsL=K ramified only at primes
in S .

The theorem can be made more precise. Let m and m0 be moduli for K. If m0jm, then
the inclusion IS.m/ ,! IS.m

0/ defines a surjective homomorphism Cm � Cm0 ; if H � Cm

is the inverse image of a subgroup H 0 of Cm0 , then every class field for H 0 will also be a
class field for H . If L is a class field for H � Cm and H does not arise in this way from
a modulus properly dividing m, then S.m/ consists exactly of the prime ideals ramifying in
L. This smallest possible modulus is called the conductor of L=K:

9An element a ofK is totally positive if �.a/ > 0 for every real embedding � WK ! R ofK. For example,
�5 is totally positive in QŒi � but not in Q. This seems odd, but the definition is standard according to the books
on my bookshelf. It would be better to say that the element “is positive at all real primes” except when the field
is totally real.

10The hyphen indicates that it is the classes that are narrow, not the group.

Radan Kučera
Zvýraznění
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Let L be an abelian extension of K. Then, for every sufficiently large modulus m
divisible only by the primes ramifying in L, L is the class field for the subgroup H of Cm

generated by the classes of primes splitting in L.
For K D Q, the theorem follows from the results proved in ANT, Chapter 6, except for

the assertion that every abelian extension of Q arises as a class field, which is essentially
the Kronecker-Weber theorem: every abelian extension of Q is contained in a cyclotomic
extension.

EXAMPLE 0.6 The field QŒ
p
6� has class number 1, and so equals its Hilbert class field.

However, its narrow-class group has order 2, and indeed QŒ
p
6� does possess a quadratic

extension, namely, QŒ
p
�2;
p
�3�, that is unramified over QŒ

p
6� at all finite primes (but is

ramified at both infinite primes).

When Takagi proved Theorem 0.5, he showed only that the groupsCm=H and Gal.L=K/
are isomorphic — he didn’t construct a specific isomorphism. There is an obvious map
IS.m/ ! Gal.L=K/, namely, that send a prime ideal p in S.m/ to the corresponding
Frobenius element in Gal.L=K/. The theorem of Frobenius shows that this is surjective,
and the problem is to show that it factors through Cm for some m, i.e., that the map admits
a modulus. Artin conjectured this is 1923, and succeeded in proving it in 1927 (see below).

EXAMPLE 0.7 Let d D p�1 � � �p
�
t , where the pi are distinct odd primes and p�i D .�1/

p�1
2 pi ,

as before. The field K D QŒ
p
d� is ramified exactly at the prime ideals .p1/ ; : : : ; .pt /.

ConsiderKŒ
p
p�i �. It contains QŒ

q
p�1 � � �p

�
i�1p

�
iC1 � � �p

�
t �, which is unramified over .pi /,

and so .pi / cannot be totally ramified in KŒ
p
p�i �. As pi ramifies in K=Q, it follows that

the prime above .pi / in K does not ramify in KŒ
p
p�i �. No other prime ramifies, and so

KŒ
p
p�i � is unramified over K. From Kummer theory (FT 5.29), we find that

L
def
D KŒ

q
p�1 ;

q
p�2 ; : : : ;

q
p�t�1�

has degree 2t�1 over K, and Gal.L=K/ � .Z=2Z/t�1. Let C1 be the narrow class group
ofK. The above construction shows that .C1WC 21/ � 2

t�1. In fact, with only a little more
effort, one can prove the following statement:

Let K be a quadratic extension of Q in which t finite primes ramify. Then
.C1WC

2
1/ D 2

t�1 (Koch 1992, Theorem 2.114).
This result was known to Gauss (by different methods, and in a different language). In
particular, we see that by using class field theory, it is easy to construct quadratic extensions
of Q such that .C WC 2/ is very large. By contrast, as of 1991, no quadratic field was known
with .C WC 3/ > 36. All methods of constructing elements of order 3 in the class groups of
quadratic number fields seem to involve elliptic curves.

NOTES The ray class groups Cm were introduced by Weber in 1897. Theorem 0.5 was conjectured
by Hilbert and Weber, and proved by Takagi in a series of papers published between 1915 and 1922
— see especially his talk11 at the 1920 International Congress, where he states his results almost
exactly as we have.

11Available in his collected works.

Radan Kučera
Zvýraznění
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Density theorems

Let m be an integer � 2. Let a be an integer prime to m, and consider the sequence

: : : ; a �m; a, aCm, aC 2m, aC 3m, : : : ; aC km; : : : : (5)

This sequence depends only on a mod m, and so there are '.m/ def
D j.Z=mZ/�j distinct

sequences. Dirichlet showed that the prime numbers are equidistributed among these se-
quences, i.e., the set of prime numbers in each sequence has density 1='.m/ in the set of
all prime numbers.

We want to interpret this in terms of Galois groups. Let L=K be a finite extension of
number fields with Galois group G. Recall (ANT, Chapter 8) that for every prime ideal P
in OL, there exists a Frobenius element � of G such that

˘ �P D P, and

˘ for all ˛ 2 OL, �˛ � ˛q mod P, where q is the number of elements in the residue
class field OK=p, p D P \OK .

When P is unramified over p, the element � is uniquely determined by these conditions —
it is then denoted .P; L=K/. If P0 second prime ideal of OL dividing p, then P0 D �P for
some � 2 G, and

.P0; L=K/ D .�P; L=K/ D �.P; L=K/��1:

Therefore, for every prime ideal p of K unramified in L,

f.P; L=K/ j P \OK D pg

is a full conjugacy class in G — we denote it by .p; L=K/. When G is commutative,
the conjugacy classes consist of a single element, and so .p; L=K/ can be regarded as an
element of G.

Now consider QŒ�m�=Q, where m is either an odd integer > 1 or a positive integer
divisible by 4. Recall that Gal.QŒ�m�=Q/ ' .Z=mZ/� with Œn� acting as � 7! �n. A prime
.p/ not dividingm is unramified in QŒ�m�, and .p;QŒ�m�=Q/ D Œp� (as one would expect).
Now let � D Œa� 2 Gal.QŒ�m�=Q/. Then .p;QŒ�m�=Q/ D � if and only if p lies in the
sequence (5), and so Dirichlet’s theorem says that

fp j .p;QŒ�m�=Q/ D �g

has density 1='.m/ in the set of all prime numbers. For cyclotomic extensions of Q, this
proves the conjecture of Frobenius (p. 3) .

In order to prove his theorem on primes in arithmetic progressions, Dirichlet introduced
what are now called DirichletL-series. Let �W .Z=mZ/� ! C� be a character of .Z=mZ/�
(i.e., a homomorphism). Then the Dirichlet L-series attached to � is

L.s; �/ D
Y

.p;m/D1, p prime

1

1 � �.p/p�s
D

X
.n;m/D1, n>0

�.n/n�s:

When � is the trivial (principal) character, this becomes the Riemann zeta function except
that finitely many factors are missing. Dedekind extended the notion of a zeta function to
every number field,

�K.s/ D
Y
p

1

1 � Np�s
D

X
a�OK

Na�s; Na D .OK W a/,

Radan Kučera
Zvýraznění
is any
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and Weber extended the notion of an L-series to a character � of any ray class group Cm,

L.s; �/ D
Y

.p;m/DOK

1

1 � �.p/Np�s
D

X
.a;m/D1

�.a/Na�s:

Weber showed that L.s; �/ can be analytically continued to a meromorphic function on the
whole complex plane, and is even holomorphic when � is not the trivial character.

The function on whole complex plane is still denoted L.s; �/, and is called a Dirichlet
or Weber L-function.

Artin L-functions

Let L=K be a finite Galois extension with Galois group G, and let S be a finite set of finite
prime ideals of OK including those that ramify in L. Let

�WG ! GLn.C/

be a representation ofG (i.e., a homomorphism of groups). From each prime ideal not in S;
we obtain a conjugacy class .p; L=Q/ of Frobenius elements ofG, which �maps into a con-
jugacy class ˚p.�/ in GLn.C/. The elements of ˚p.�/ are diagonalizable (Maschke’s the-
orem, GT 7.5), and ˚p.�/ is determined by the common characteristic polynomial det.I �
˚p.�/T / of its elements. Artin defined

LS .s; �/ D
Y
p…S

1

det.I � ˚p.�/ .Np/�s/
; s 2 C:

This product converges to a holomorphic function in some right half plane in C. Such
functions are called Artin L-functions.

Note that a 1-dimensional representation of G is just a character �WG ! C�, and that

LS .s; �/ D
Y
p…S

1

1 � �.p/ .Np/�s
:

An elementary lemma on Dirichlet series implies that the factors 1
det.I�˚p.�/.Np/�s/

are
uniquely determined by the holomorphic function LS .s; �/. If � is injective, then

SplS .L=K/ D fp j ˚p.�/ D fI gg;

and so the function LS .s; �/ determines SplS .L=K/. For nonabelian extensions, rather
than studying SplS .L=K/ directly, it is more useful to study the Artin L-function LS .s; �/.

NOTES For a historical introduction toL-series, especially ArtinL-series, see Noah Snyder, Artin’s
L-functions: A Historical Approach, 2002, here.

The Artin map

Recall that, for a cyclotomic extension QŒ�m� of Q, there is an isomorphism

.Z=mZ/� ! Gal.QŒ�m�=Q/:

http://pages.iu.edu/~nsnyder1/thesismain.pdf
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sending Œp� to .p;QŒ�m�=Q/. A character � of Gal.QŒ�m�=Q/ defines by composition a
character �0 of .Z=mZ/�. Since

�0.p/ D � ..p;QŒ�m�=Q// ,

we have
LS .s; �/ D LS .s; �

0/:

Thus, in this case, the Artin L-series LS .s; �/ is a Dirichlet L-series.
Could something similar be true more generally? For example, is the Artin L-series

defined by a one-dimensional representation a Weber L-series? Let L=K be an abelian
extension with Galois group G, and let S be a finite set of primes of K including those that
ramify in L. Let IS be the group of fractional ideals of K generated by the prime ideals
not in S . Then IS is the free group, and so the map p 7! .p; L=K/ extends uniquely to a
homomorphism

IS ! Gal.L=K/, (6)

which is surjective by the Frobenius density theorem 0.1. If there exists a modulus m
with S.m/ D S such that this homomorphism factors through Cm, then a character � of
Gal.L=K/ will define a character �0 of Cm by composition, and

LS .s; �/ D LS .s; �
0/;

i.e., the Artin L-series LS .s; �/ will be a Weber L-series.
Artin, of course, conjectured that there does exist such a modulus, but he was unable

to prove it until he had seen Chebotarev’s proof of his density theorem, at which time he
obtained the following more complete theorem. Before stating it, we need some notation.
For a modulus m, let Pm be the kernel of IS.m/ ! Cm, so that Pm consists of the principal
ideals defined by elements satisfying certain positivity and congruence conditions depend-
ing on m. For an extension L of K, let S 0.m/ denote the primes of L lying over the primes
in S.m/. There is a norm map NmW IS

0.m/ ! IS.m/ (ANT, p. 68) such that Nm.P/ D pf ,
where p D P \OK and f is the residue class degree. Note that

.Nm.P/; L=K/ D .pf ; L=K/
def
D .p; L=K/f D 1;

and so Nm.IS
0.m// is contained in the kernel of IS.m/ ! Cm.

THEOREM 0.8 (ARTIN 1927) Let L be an abelian extension of K, and let S be the set of
primes that ramify in L. Then, for some modulus m with S.m/ D S , the homomorphism

p 7! .p; L=K/W IS ! Gal.L=K/

factors through Cm
def
D IS.m/=Pm, and defines an isomorphism

IS.m/=Pm �Nm.I
S 0.m//! Gal.L=K/:

In particular, the prime ideals splitting in L are exactly those in the subgroup

QH D Pm �Nm.I
S 0.m//

of IS .

Radan Kučera
Zvýraznění
Tady patří Gal(L/K), jde o homomorfismus diskutovaný za Example 0.6, který se objeví v následující Theorem  0.8.
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The homomorphism  L=K WCm ! Gal.L=K/ in the theorem is called the Artin map
(or reciprocity) map. As Artin noted, the theorem includes all known reciprocity laws (see
Chapter VIII), and should be seen as the correct generalization of these laws to a field K
without roots of 1.

Note that if the Artin map were not surjective, then there would be a proper extension of
K in which every prime of K outside S splits. Analytic methods, specifically, the density
theorem of Frobenius, show that no such extension exists, but it is difficult to prove this
algebraically (see Chapter VII).

Since the Artin L-functions of one-dimensional representations are Weber L-series,
they can be extended to meromorphic functions on the entire complex plane. Artin con-
jectured that every character of a finite group is a Z-linear combination of characters that
are close to being abelian, and showed that this conjecture implies that all Artin L-series
extend to meromorphic functions on the entire complex plane. This was proved by Brauer
in 1946.

Artin conjectured that, if � is a nontrivial irreducible representations, then L.s; �/ is
holomorphic on the entire complex plane. He remarked that the proof of this conjecture
will require entirely new methods. The conjecture, now known as the Artin conjecture, is
one of the most important in number theory. After Theorem 1.8, the Artin L-functions of
one-dimensional representations are Weber L-functions, and so the Artin conjecture fol-
lows from Weber’s results. In general, as Langlands explained, the Artin L-functions of
irreducible representations should be cuspidal automorphic L-functions, which are known
to be holomorphic. For two-dimensional representations, the Artin conjecture has mostly
been proved (Artin, Langlands, Tunnell, Taylor,. . . ). See Taylor, Richard, Pacific J. Math.
181, 1997, 337–347, and subsequent papers.

For function fields, Weil proved Artin’s conjecture at the same time as he proved the
Riemann hypothesis for curves over finite fields, and he considered it the more important
result.

Local class field theory and infinite extensions

An abelian extension L of K defines an abelian extension Lv=Kv of the completion Kv
of K at a prime v. Conversely, every finite extension of Kv comes from an extension of
the same degree of K (ANT, 7.62). Thus, it should not be surprising that the classification
of the abelian extensions of a number field contains within it a classification of the abelian
extensions of a local field. Hasse (1930)12 made this explicit.

THEOREM 0.9 Let K be a finite extension of Qp. For every finite abelian extension L of
K, Nm.L�/ is a subgroup of finite index in K�, and the map L 7! Nm.L�/ is an order-
reversing bijection from the set of finite abelian extensions of K to the set of subgroups of
K� of finite index.

Thus, by 1930, the abelian extensions of both number fields and local fields had been
classified. However, there were three aspects of the theory that were considered unsatisfac-
tory.
˘ As local fields are simpler than global fields, one expects to prove first a statement

locally and then deduce it globally, not the reverse. At the very least, there should be
a purely local proof of local class field theory.

12H. Hasse, Die Normenresttheorie relative-Abelscher Zahlkörper als Klassenkörper im Kleinen, J. für
Mathematik (Crelle) 162 (1930), 145–154.

Radan Kučera
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˘ The main statements of class field theory are algebraic, and so they should admit a
purely algebraic proof.

˘ Theorem 0.8 classifies the abelian extensions of a number field K whose conductor
divides a fixed modulus. To include other abelian extensions, one will have to keep
enlarging the conductor. So this raises the question of giving a uniform description
of all abelian extensions simultaneously or, in other words, a class field theory for
infinite abelian extensions.

Chevalley solved all three problems. Let Kab denote the composite of all finite abelian
extensions of K. The full statement of local class field theory is that, for every p-adic
field K, there exists a well-defined homomorphism �WK� ! Gal.Kab=K/ (now called
the local Artin map) that induces an isomorphism

K�=Nm.L�/! Gal.L=K/

for every finite abelian extension L ofK; moreover, all (open) subgroups of finite index are
norm groups. This suggests that it might be possible to define a global Artin map whose
components are the local Artin maps in the sense that the following diagram commutes for
all primes v of K:

K�v Gal.Kab
v =Kv/

Q
v K
�
v Gal.Kab=K/:

�v

‹‹�‹‹

One problem with this is that
Q
v K
�
v is not locally compact. A product of compact groups is

compact, but that the similar statement is false for locally compact groups, and the groups
K�v are only locally compact. In fact

Q
v K
�
v is too big for there exist a �. Chevalley

solved this problem by defining the group IK of idèles of K to be the subgroup of
Q
v K
�
v

consisting of families .av/ such that av 2 O�v for almost all nonarchimedean primes. When
endowed with the topology for which

Q
vj1K

�
v �

Q
v finite O�v is an open subgroup, IK

becomes a locally compact group. Embed K� in IK as the diagonal subgroup.
In the Chevalley approach to class field theory, one first proves local class field theory

directly. Then one defines a global Artin map �K W IK ! Gal.Kab=K/ whose components
are the local Artin maps, and shows that K� is contained in the kernel of �K and that the
homomorphism

IK=K� ! Gal.Kab=K/

induced by � is surjective with kernel equal to the identity connected component of the
group IK=i.K�/. In other words, the homomorphism �K fits into a commutative diagram

K�v Gal.Kab
v =Kv/

IK Gal.Kab=K/

�v

�K

for all primes v of K, and �K induces an isomorphism

CK=C
ı
K �! Gal.Kab=K/; CK

def
D IK=K�:
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This statement relates to Theorem 0.9 in the following way: there is a canonical iso-
morphism C =C ı ' lim

 �m
Cm, and for every finite abelian extensionL ofK and sufficiently

large modulus m, there is a commutative diagram

C Gal.Kab=K/

Cm Gal.L=K/:

�K

� 7!� jL

 L=K

By 1950 the local Artin map could be characterized locally, or it could be described as
the local component of the global Artin map, but it was not until 1965 that Lubin and Tate
found an explicit local description of it.

NOTES In the number field case, the Artin map C ! Gal.Kab=K/ is surjective with kernel the
identity component of C . In the function field case, it is injective but not surjective. Weil has
suggested that interpreting the entire idèle class group of a number field as a Galois group may be
the key to proving the Riemann hypothesis (see p. 180).

Central simple algebras

A central algebra over a fieldK is an algebra A whose centre isK and has finite dimension
overK; the algebra is simple if it has no nonzero proper two-sided ideals. For example, the
matrix algebra Mn.K/ is a central simple algebra over K. The first interesting example of
a central simple algebra, namely, the quaternion algebra over R, was found by Hamilton in
1843. It is spanned by 1; i; j; ij over R, and its multiplication is determined by

i2 D �1; j 2 D �1; ij D �j i:

Let K be a field. In 1906, Dickson showed how to attach a central simple algebra
.L=K; �; a/ over K to a cyclic extension13 L=K of K, a generator � for Gal.L=K/, and
a nonzero element a of K. As an L-vector space, the algebra is spanned by elements
1; ˛; : : : ; ˛n�1, where n D ŒLWK�, and its multiplication is determined by

˛n D a; ˛c D .�c/˛ for c 2 L:

Thus, .L=K; �; a/ is a central simple algebra containing L as a maximal subfield in which
the action of � on L is induced by an inner automorphism.

Brauer and Noether showed how to describe central simple algebras by factor systems,
which, once group cohomology had been defined, were recognized to be 2-cocycles.

In 1907, Wedderburn showed that every central simple algebra over k is isomorphic to
a matrix algebra over a central division algebra. Brauer defined two central simple algebras
over K to be similar if they were isomorphic to matrix algebras over the same division
algebra, and he showed that the similarity classes form a group under tensor product (now
called the Brauer group ofK). Thus, the problem of classifying the central simple algebras
over a field K became that of determining the Brauer group Br.K/ of the field.

Results of Frobenius determine the Brauer group of R, and Hasse determined the Brauer
group of a nonarchimedean local field. In 1932 Albert, Brauer, Hasse, and Noether showed
that every division algebra over a number field is cyclic, and determined the Brauer group

13That is, a Galois extension with cyclic Galois group.
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of such a field. This is a fundamental theorem of the same depth as the main theorems of
class field theory, and, in these notes, will be proved simultaneously with them.

Brauer groups have many applications, for example, to the representation theory of
finite groups, which is what interested Brauer, and to the classification of semisimple alge-
braic groups over number fields.

NOTES The story of the determination of the Brauer group of a number field is well told in Fenster
and Schwermer 2005 and Roquette 2005. I quote from the MR review of the first of these:

In February, 1931, Hasse began a joint effort with Richard Brauer and Emmy Noether
to classify all division algebras over algebraic number fields. They achieved this in
a paper that was published in early 1932. The young A. A. Albert was also working
on the problem at the same time. He had been in correspondence with Hasse during
1930–1931 and he had come close to resolving the problem. Some of his remarks to
Hasse had been helpful in the Brauer-Hasse-Noether solution. Within weeks of that
event, Albert found an alternate proof, which utilized a suggestion from Hasse.

Cohomology

For a group G and a G-module M , there are homology groups Hr.G;M/, r � 0, and
cohomology groups H r.G;M/, r � 0. Short exact sequences of G-modules give long
exact sequences of homology and cohomology groups. Tate showed that, when G is finite,
these long exact sequences can be spliced together to give a very long sequence. More
precisely, the groups

H r
T .G;M/

def
D

8̂̂̂̂
<̂̂
ˆ̂̂̂:
H r.G;M/ r > 0

MG=Nm.M/ r D 0

Ker.Nm/=IGM r D �1

H�r�1.G;M/ r < �1;

defined for all r 2 Z, have this property. In particular,

H�2T .G;Z/ def
D H1.G;Z/ ' Gab (largest abelian quotient of G).

Let C be a G-module such that H 2.H;C / is cyclic of order jH j for all subgroups H
of G. If H 1.G; C / D 0, then Tate showed that the choice of a generator for H 2.G; C /

determines a family of isomorphisms

H r
T .G;M/! H rC2

T .G;M ˝ C/; all r 2 Z:

For a Galois extension L=K of local fields with Galois group G; the calculation of the
Brauer group of K shows that H 2.G;L�/ is cyclic of order jGj and that it has a canonical
generator. Since Hilbert’s Theorem 90 shows thatH 1.G;L�/ D 0, Tate’s theorem provides
us with canonical isomorphisms

H r
T .G;Z/! H rC2

T .G;L�/

for all r 2 Z. When r D �2, this becomes an isomorphism

Gab '
�! K�=Nm.L�/

whose inverse is the local Artin map. A similar argument applies for global fields with the
group of idèles modulo principal idèles playing the role of the multiplicative group of the
field.
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NOTES I quote from Mac Lane 1978, p. 17:

Mac Lane recalls that Artin (about 1948) pointed out in conversations that the co-
homology of groups should have use in class field theory. Hochschild (1950) and
Hochschild and Nakayama (1952) showed how the Brauer group arguments of class
field theory could be replaced by cohomological arguments. In 1952, Tate proved that
the homology and cohomology groups for a finite group G could be suitably com-
bined in a single long exact sequence. He used this sequence, together with properties
of transfer and restriction, to give an elegant reformulation of class field theory.

Explicit construction of class fields (Hilbert’s 12th problem)

The Kronecker-Weber theorem shows that every abelian extension of Q is contained in the
field generated by a special value � D e2�i=m of the exponential function. A later theorem
(the Kronecker Jugentraum) shows that every abelian extension of an imaginary quadratic
number field is contained in the field generated by certain special values of the elliptic
modular functions. In the 12th of his famous problems, Hilbert asked if the abelian exten-
sions of other number fields can be generated by the special values of explicit holomorphic
functions.

The functions that generalize elliptic modular functions are well understood, as are the
arithmetic properties of their special values — this is the theory of complex multiplication
and of Shimura varieties — but they are useful only for constructing abelian extension of
CM fields, and even for these fields they only give the abelian extensions that (roughly
speaking) don’t come from an abelian extension of the totally real subfield (except Q). On
the other hand, conjectures of Stark provide candidates for generators of abelian extensions
of totally real fields.

Explicit class field theory

The proofs of the theorems in class field theory are elegant but abstract. For example, the
original local proofs of local class field theory show only that there exists a unique Artin
map �WK� ! Gal.Kab=K/ with certain properties, but leave open the question of an
explicit description of the map and ofKab. Fortunately, in this case the theory of Lubin and
Tate, which we explain in Chapter I, gives an elegant answer to this question.

Much work has been devoted to finding explicit descriptions of the other maps and
objects of class field theory. This topic is largely ignored in the current version of the notes.

Computational class field theory.

Beyond finding explicit descriptions of the maps and objects of class field theory, one can
ask for algorithms to compute them. For this topic, I can only refer the reader to Cohen
2000.

Nonabelian class field theory

In the same talk at the ICM 1920 in which he announced his proof of the main theorems of
abelian class field theory to the world, Takagi raised the question of a nonabelian class field
theory:
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En m’arrêtant ici, je me permets d’attirer votre attention sur un problème im-
portant de la théorie des nombres algébriques: à savoir, rechercher s’il est pos-
sible de définir la classe d’idéaux d’un corps algébrique de telle manière que
les corps supérieur relativement normal mais non abélian puisse être caractérisé
par le groupe correspondant de classes d’idéaux du corps de fond.14

The norm limitation theorem shows that the subgroups of the (ray) class groups do not
distinguish between an extension field and its largest abelian subextension.

For several decades it was unclear what form a nonabelian class field theory should take,
or even whether it existed. In 1946, Artin speculated that finding the correct statements was
the only problem: once we knew what they were, it would be possible to deduce them from
abelian class field theory (A Century of Mathematics in America, Part II, (Peter Duren, ed.),
1989, p. 312). Weil relates that, a year later, Artin said that he had lost faith in the existence
of a nonabelian class field theory (Weil, A., Œuvres, Vol. III, p. 457.)

Instead of studying the set SplS .L=K/, we should study the Artin L-series L.s; �/ of
a representation � of Gal.L=K/. The problem of describing the sets SplS .L=Q/ then be-
comes that of describing the set of analytic functions that arise in this fashion. Langlands
has constructed a class of L-series, called automorphic L-series, and conjectures15 that
each LS .s; �/ is automorphic, and specifies which automorphic L-series arise in this fash-
ion. Thus, the conjecture answers the original question for all finite Galois extensions of Q.
For n D 1 (so G is abelian) and all K, Artin proved all Artin L-series are automorphic—
this was his motivation for proving Theorem 0.8. As noted earlier, for n D 2, the conjecture
has been proved in most cases.

In 1967 Langlands stated his conjectural16 functoriality principle, which includes a non-
abelian class field theory as a special case. For a local fieldK, this can be stated as follows.
The Weil groupWK ofK is defined to be the subgroup of Gal.Kal=K/ consisting of the el-
ements that act on the residue field as an integer power of the Frobenius element. The local
Artin map in abelian local class field theory can be regarded as an isomorphism �K from
K� onto the largest abelian quotient W ab

K of WK . Langlands conjectures that the homo-
morphisms from WK into GLn.C/ correspond to certain representations of GLn.K/. For
n D 1, the representations of GL1.K/ D K� are just characters, and the correspondence
is given by composition with �K . For n > 1 the representations of GLn.K/ are typically
infinite dimensional.

On the automorphic side, let An.K/ be the set of equivalence classes of irreducible
representations of GLn.K/ on complex vector spaces for which the stabilizer of each vector
is open. On the Galois side, let Gn.K/ be the set of equivalence classes of pairs .r; N /where
r is a semisimple representation ofWK on an n-dimensional complex vector space V , trivial
on an open subgroup, and N is a nilpotent endomorphism of V such that conjugating N
by r.�/ (� 2 WK/ multiplies it by the absolute value of '�1K .�/. The local Langlands

14In stopping here, I allow myself to draw your attention to an important problem in the theory of algebraic
numbers, namely, whether it is possible to define the ideal classes of an algebraic number field in such a way
that the nonabelian normal extension fields can be characterized by the corresponding group of ideal classes of
the base field.

15Note the similarity to the Taniyama conjecture—in fact, both are special cases of a much more general
conjecture.

16In a letter to Weil, and later (to the rest of us) in Problems in the theory of automorphic forms (1970). For
an engaging introduction to these works, see Casselman 2001. TEXed versions of Langlands’s works, including
the above two, can be found at http://publications.ias.edu/rpl/.

http://publications.ias.edu/rpl/
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conjecture for K asserts that there is a family of bijections .�n/n�1,

� 7! �n.�/WAn.K/! Gn.K/,

such that

(a) the determinant of �n.�/, viewed as a character ofWK , corresponds under 'K to the
central character of � ;

(b) the map �n preserves L-factors and "-factors of pairs of �’s (as defined by Jacquet,
Piatetskii-Shapiro, and Shalika on the automorphic side, and by Langlands and Deligne
on the Galois side);

(c) for � 2 A1.K/, �n.� ˝ .� ı det// D �n.�/˝ �1.�/;
(d) �n commutes with passage to the contragredient, � 7! �_.

For each K, Henniart showed there exists at most one such family. The conjecture itself
was proved by Harris and Taylor (2001). Several months later, Henniart (2000) found a
simpler proof.

A final remark

Recall the following theorem of Dedekind (ANT, 3.41).

THEOREM 0.10 Let A be a Dedekind domain with field of fractions K, and let B be the
integral closure of A in a finite separable extension L of K. Let L D KŒ˛� with ˛ 2 B ,
and let f .X/ be the minimal polynomial of ˛ overK. The following conditions on a prime
ideal p of A are equivalent:

(a) p does not divide disc.f .X//;

(b) p does not ramify in B and ApŒ˛� is the integral closure of Ap in L (here Ap D fa=b j

b … pg);

(c) there is a factorization

f .X/ � f1.X/ � � � fg.X/ mod p

with the fi distinct, monic, and irreducible modulo p.

When these conditions hold, the factorization of p into prime ideals in L is

pB D .p; f1.˛// � � � .p; fg.˛//:

Thus class field theory is really about polynomials in one variable with coefficients in
a number field and their roots: abelian extensions of K correspond to monic irreducible
polynomials f .X/ 2 KŒX� such that the permutations of the roots of f .X/ giving field
automorphisms commute; Dedekind’s theorem shows that the factorization of all but finitely
many prime ideals of K in an abelian extension L corresponds to the factorization of a
polynomial over a finite field.
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The approach taken in these notes

In these notes we prove the main theorems of local and global class field theory following
the algebraic/cohomological approach of Chevalley (1940, 1954), Artin and Tate (1961),
and Tate (1952, 1967). The cohomological approach makes plain the relation between the
fundamental theorems of class field theory and the calculation of the Brauer group. With
hindsight, one can see that cohomological calculations have been implicit in class field
theory since at least the papers of Takagi.

However, there are other approaches to class field theory, and when it sheds additional
light I have not hesitated to include more than one proof. For example, I explain how the
use of analysis can be used to simplify some steps of the proof of the fundamental theorem
in the global case. Moreover, I explain how (following Lubin and Tate) the theory of formal
group laws can be used to make the results of local class field theory more explicit and
satisfactory.

Although it is possible to prove the main theorems in class field theory using neither
analysis nor cohomology, there are major theorems that cannot even be stated without us-
ing one or the other, for example, theorems on densities of primes, or theorems about the
cohomology groups associated with number fields. In recent years, the cohomological re-
sults have been crucial in many of the applications of class field theory.17

The heart of the course is the odd numbered chapters. Chapter II, which is on the
cohomology of groups, is basic for the rest of the course, but Chapters IV, VI, and VIII
are not essential for reading Chapters III, V, and VII. Except for its first section, Chapter I
can be skipped by those wishing to get to the main theorems of global class field theory as
rapidly as possible.

EXERCISE 0.11 Complete the proof that the quadratic reciprocity law allows one to de-
scribe the sets SplS .L=Q/ with L=Q quadratic.

EXERCISE 0.12 Prove that QŒ
p
�5;
p
�1� is the Hilbert class field of QŒ

p
�5�.

EXERCISE 0.13 Prove that the map IS ! .Z=mZ/� defined on p. 4 has the kernel de-
scribed and hence induces an isomorphism Cm ! .Z=mZ/�.

EXERCISE 0.14 Prove the statements in Example 0.6.

EXERCISE 0.15 Let L D QŒ
p
�1;
p
�5�. Then Gal.L=Q/ D f1; �; �; ��g ' Z=2Z �

Z=2Z, where � fixes QŒ
p
�1�, � fixes QŒ

p
�5�, and �� fixes QŒ

p
5�.

(a) Show that only 2; 5;1 ramify in L.

(b) Compute .p;L=Q/ for all p ¤ 2; 5.

(c) Let m D .20/1. Show that p 7! .p;L=Q/ defines an isomorphism Cm=H !

Gal.L=Q/ for some H � Cm, and find H .

Hint: Show L � QŒ��, where � is a primitive 20th root of 1.

17For example, according to Google Scholar, my book Arithmetic Duality Theorems has been cited by 1014
research articles (since they started counting). MR lists 430 (since about 2000).
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I will tell you a story about the Reciprocity Law. After my thesis, I had the idea
to define L-series for non-abelian extensions. But for them to agree with the
L-series for abelian extensions, a certain isomorphism had to be true. I could
show it implied all the standard reciprocity laws. So I called it the General
Reciprocity Law and tried to prove it but couldn’t, even after many tries. Then
I showed it to the other number theorists, but they all laughed at it, and I re-
member Hasse in particular telling me it couldn’t possibly be true. Still, I kept
at it, but nothing I tried worked. Not a week went by — for three years!— that
I did not try to prove the Reciprocity Law. It was discouraging, and meanwhile
I turned to other things. Then one afternoon I had nothing special to do, so I
said, “Well, I try to prove the Reciprocity Law again.” So I went out and sat
down in the garden. You see, from the very beginning I had the idea to use the
cyclotomic fields, but they never worked, and now I suddenly saw that all this
time I had been using them in the wrong way — and in half an hour I had it.

Emil Artin, as recalled by Mattuck (in Recountings: Conversations with MIT
Mathematicians 2009).

Why was it so hard for other mathematicians to believe it? Reciprocity laws at
the time were intimately connected to power residue symbols. Actually Euler
had formulated the quadratic reciprocity law in the correct way (namely that
the symbol .�=p/ only depends on the residue class of p modulo �), but
Legendre’s formulation prevailed. I’m pretty sure that Hasse would not have
laughed had Artin shown him right away that the general reciprocity law is
equivalent to the known power reciprocity laws. Hasse did not have to wait for
Chebotarev’s density law to be convinced that Artin was right — by the time
Chebotarev’s ideas appeared it was clear that Artin must have been right. And,
by the way, Chebotarev’s article did a lot more than prove the importance of
the Frobenius element — it provided Artin with the key idea for the proof of
his reciprocity law, namely Hilbert’s technique of abelian crossings.
Let me also add that Felix Bernstein conjectured a reciprocity law in 1904
that is more or less equivalent to Artin’s law in the special case of unramified
abelian extensions. Its technical nature shows that it was not at all easy to guess
a simple law such as Artin’s from the known power reciprocity laws.

Franz Lemmermeyer mo243590.

https://mathoverflow.net/questions/243590/


Chapter I

Local Class Field Theory:
Lubin-Tate Theory

Local class field theory classifies the abelian extensions of a local field. From a different
perspective, it describes the local components of the global Artin map.

By a local field, I mean a field K that is locally compact with respect to a nontrivial
absolute value. Thus (ANT, 7.49) it is

(a) a finite extension of Qp for some p;

(b) a finite extension of the field of Laurent series Fp..T // over the field with p ele-
ments; or

(c) R or C (archimedean case).

When K is nonarchimedean, the ring of integers (alias, valuation ring) in K is denoted
by OK (or A), its maximal ideal by mK (or just m), and its group of units by O�K or UK .
A generator of m is called a prime element of K (or a uniformizer or a local uniformizing
parameter). If � is a prime element ofK, then every element ofK� can be written uniquely
in the form a D u�m with u 2 O�K and m 2 Z. We define

ordK.a/ D m.

There is an exact sequence

0! UK ! K�
ordK
�! Z! 0

The residue field k ofK has q elements, and its characteristic is p. The normalized absolute
value on K is defined by jaj D q� ordK.a/.

We let Kal denote a fixed algebraic closure of K (or separable algebraic closure in
the case that K has characteristic p ¤ 0), and “extension of K” means “subfield of Kal

containing K”. Both ordK and j � j have unique extensions to Kal (the extension of ordK
takes values in Q).

1 Statements of the Main Theorems

The composite of two finite abelian extensions of K is again a finite abelian extension of
K (FT, 3.20). Therefore the union Kab of all finite abelian extensions of K (in Kal) is an

19
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infinite abelian extension whose Galois group is the quotient of Gal.Kal=K/ by the closure
of its commutator subgroup. (See FT, Chapter 7, and the appendix to this chapter for the
Galois theory of infinite extensions.)

Let L be a finite unramified extension ofK. Then L is Galois overK, and the action of
Gal.L=K/ on OL defines an isomorphism Gal.L=K/ ' Gal.l=k/, where l is the residue
field of L. Therefore Gal.L=K/ is a cyclic group, generated by the unique element �
such that �˛ � ˛q mod mL for all ˛ 2 OL. This � is called the Frobenius element of
Gal.L=K/, and is denoted by FrobL=K . See ANT, 7.54.

THEOREM 1.1 (LOCAL RECIPROCITY LAW) For every nonarchimedian local fieldK, there
exists a unique homomorphism

�K WK
�
! Gal.Kab=K/

with the following properties:

(a) for every prime element � ofK and every finite unramified extensionL ofK, �K.�/
acts on L as FrobL=K ;

(b) for every finite abelian extension L of K, NmL=K.L�/ is contained in the kernel of
a 7! �K.a/jL, and �K induces an isomorphism

�L=K WK
�=NmL=K.L

�/! Gal.L=K/:

In particular,
.K�WNmL=K.L

�// D ŒLWK�:

Denote NmL=K.L
�/ by Nm.L�/. Statement (b) says that, for every finite abelian

extension L of K, the map �K factors as follows:

K� Gal.Kab=K/

K�=Nm.L�/ Gal.L=K/:

�K

� 7!� jL

�L=K

'

We call �K and �L=K the local Artin maps for K and L=K. They are often also called
the local reciprocity maps and denoted by recK and recL=K , and �L=K is often called the
norm residue map or symbol and denoted a 7! .a; L=K/.

The subgroups of K� of the form Nm.L�/ for some finite abelian extension L of K
are called the norm groups in K�.

COROLLARY 1.2 Let K be a nonarchimedean local field, and assume that there exists a
homomorphism �WK� ! Gal.Kab=K/ satisfying conditions (a) and (b) of the theorem.

(a) The map L 7! Nm.L�/ is a bijection from the set of finite abelian extensions of K
onto the set of norm groups in K�.

(b) L � L0 ” Nm.L�/ � Nm.L0�/.

(c) Nm..L � L0/�/ D Nm.L�/ \Nm.L0�/.

(d) Nm..L \ L/�/ D Nm.L�/ �Nm.L0�/.

(e) Every subgroup of K� containing a norm group is itself a norm group.

Radan Kučera
Zvýraznění
Proč? Viz ANT 7.50.



1. Statements of the Main Theorems 21

PROOF. Note that the transitivity of norms,

NmL0=K D NmL=K ıNmL0=L;

shows that L � L0 H) Nm.L�/ � Nm.L0�/. Hence,

Nm..L � L0/�/ � Nm.L�/ \Nm.L0�/:

Conversely, if a 2 Nm.L�/ \Nm.L0�/, then

�L=K.a/ D 1 D �L0=K.a/:

But, �LL0=K.a/jL D �L=K.a/ and �L0L=K.a/jL0 D �L0=K.a/. As the map

� 7! .� jL; � jL0/ W Gal.LL0=K/! Gal.L=K/ �Gal.L0=K/

is injective (FT, 3.20), this shows that �LL0=K.a/ D 1, and hence that a 2 Nm..L � L0/�/.
This proves (c), and we now complete the proof of (b). When Nm.L�/ � Nm.L0�/,
statement (c) becomes

Nm..LL0/�/ D Nm.L0�/:

Since the index of a norm group is the degree of the abelian extension defining it (1.1(b))
and LL0 � L0, this implies that LL0 D L0. Hence L0 � L.

We now prove (a). By definition, the map L 7! Nm.L�/ is surjective, and it follows
from (b) that it is injective.

We next prove (e). Let N be a norm group, say, N D Nm.L�/, and let I � N . Let M
be the fixed field of �L=K.I /, so that �L=K maps I=N isomorphically onto Gal.L=M/.
Consider the commutative diagram,

K� Gal.L=K/

K� Gal.M=K/:

�L=K

�M=K

The kernel of �M=K is Nm.M�/. On the other hand, the kernel of

K� ! Gal.L=K/! Gal.M=K/

is ��1
L=K

.Gal.L=M//, which equals I (by Galois theory).
Finally, we prove (d). We have an order inverting bijection between the two sets in (a).

AsL\L0 is the largest extension ofK contained in bothL andL0, and Nm.L�/ �Nm.L0�/
is the smallest subgroup containing Nm.L�/ and Nm.L0�/ (and it is a norm group by (e)),
the two must correspond. 2

In order to classify the abelian extensions ofK, it remains to determine the norm groups.
The next lemma shows that (assuming Theorem 1.1), they are open.

LEMMA 1.3 Let L be an extension of K. If Nm.L�/ is of finite index in K�, then it is
open.
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PROOF. The group UL of units in L is compact, and so Nm.UL/ is closed in K�. By
looking at ords, one sees that

Nm.L�/ \ UK D Nm.UL/;

and so UK=Nm.UL/ ,! K�=Nm.L�/. Therefore, Nm.UL/ is closed of finite index in
UK , and hence is open in UK , which itself is open in K�. Therefore the group Nm.L�/
contains an open subgroup of K�, and so is itself open.1 2

THEOREM 1.4 (LOCAL EXISTENCE THEOREM) The norm groups in K� are exactly the
open subgroups of finite index.

COROLLARY 1.5 Corollary 1.2 holds with “norm group” replaced by “open subgroup of
finite index”.

Before outlining the proofs of Theorems 1.1 and 1.4, I give some complements to the
theorems.

1.6 Corollary 1.5 holds also for archimedean local fields. The abelian extensions of R are
R and C, and their norm subgroups are R� and R>0 respectively. Let H be a subgroup of
finite index in R�. Then H � R�m for some m, and R�m D R� or R>0 according as m
is odd or even (apply the intermediate value theorem). Therefore R� and R>0 are the only
two subgroups of R� of finite index. The unique isomorphism

R�=R>0 ! Gal.C=R/

is called the local Artin map for R.

1.7 When K has characteristic zero, every subgroup H of K� of finite index is open.
To prove this, observe that a subgroup H of finite index will contain K�m for some m,
and that Newton’s lemma (ANT, 7.32) applied to Xm � a shows that every a 2 O�K such
that j1 � aj < jmj2 is of the form um with u 2 1 C m. Therefore H contains an open
neighbourhood of 1 in K�, and, since it is a group, this implies that it is open.

When K has characteristic p ¤ 0, not every subgroup of K� of finite index is open.
Weil 1967, II 3, Proposition 10, shows that 1 C m �

Q
N Zp (product of copies of Zp

indexed by N), from which it follows that K� has a quotient isomorphic to
Q

N Fp. The
subgroup

L
N Fp is dense in

Q
N Fp. Therefore, every proper subgroup of

Q
N Fp contain-

ing
L

N Fp is not closed. Choose such a subgroup of finite index, and let U be its pre-image
in 1C m. Then U � �Z will be of finite index in K� but not closed (hence not open). Cf.
FT 7.26.

1.8 The composite of two finite unramified extensions ofK is again unramified, and there-
fore the union Kun of all finite unramified extensions of K (in Kal) is an unramified ex-
tension of K. The residue field Nk of Kun is an algebraic closure of the residue field k of
K.

Every automorphism � of Kun fixing K preserves the absolute value j � j on Kun,
and hence induces an automorphism N� of Nk=k. The map � 7! N� is an isomorphism

1We used that a closed subgroup of of finite index in a topological group is open (because its complement
is a finite union of cosets, which are also closed), and that a subgroup is open if it contains an open subgroup
(because it is a union of cosets of the open subgroup).
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Gal.Kun=K/ ! Gal. Nk=k/. Therefore, there is a unique element FrobK 2 Gal.Kun=K/

inducing the map x 7! xq on Nk, and the map ˛ 7! Frob˛K W
OZ! Gal.Kun=K/ is an isomor-

phism of topological groups. Condition (a) of Theorem 1.1 can be re-stated as: for every
prime element � of K, �K.�/ acts as FrobK on Kun. In particular, for any unit u 2 O�K ,
�K.�/ and �K.�u/ have the same action on Kun and therefore �K.u/ acts as the identity
map on Kun.

1.9 The groups
UK � 1Cm � � � � � 1Cmn � � � � (7)

form a fundamental system of neighbourhoods of 1 in UK . Let L be a finite abelian exten-
sion ofK. If L=K is unramified, then Ker.�L=K/ � UK by (1.8) and we say that L=K has
conductor 0. Otherwise, the smallest f such that Ker.�L=K/ contains 1 C mf is called
the conductor of L=K. The extension L=K is unramified if and only if it has conductor
0, and it is tamely ramified if and only if it has conductor � 1. [Note that the quotients
1C mi=1C miC1 are p-groups for i � 1, and so �L=K jUK factors through UK=.1C m/
if L=K is tamely ramified. For a better statement, see 1.11.]

1.10 The homomorphisms

�L=K WK
�=Nm.L�/! Gal.L=K/

form an inverse system as L runs through the finite abelian extensions of K, ordered by
inclusion. On passing to the limit, we obtain an isomorphism

O�K WdK� ! Gal.Kab=K/;

where dK� is the completion of K� with respect to the topology for which the norm groups
form a fundamental system of neighbourhoods of 1. This topology on K� is called the
norm topology. According to Theorem 1.4, the norm groups are the open subgroups of
finite index in K�. Choose a prime element � , and write

K� D UK � �
Z
' UK � Z: (8)

The subgroups
.1Cmn/ � h�mi ' .1Cmn/ �mZ

form a fundamental system of neighbourhoods of 1. In particular, UK is not open in K�

for the norm topology, which is therefore coarser than the usual topology on K�. When
completed, (8) becomes dK� D UK � � OZ ' UK � OZ;
where OZ is completion of Z for the topology defined by the subgroups of finite index. More
canonically, the identity map

K�(usual topology)! K�(norm topology)

is continuous, and induces a homomorphism on the completionsK� !dK�, which fits into
a commutative diagram

0 UK K� Z 0

0 UK dK� OZ 0

'

Loosely speaking, dK� is obtained from K� by replacing Z with OZ.



24 Chapter I. Local Class Field Theory: Lubin-Tate Theory

1.11 The choice of a prime element � determines a decomposition

dK� D UK � � OZ;
of dK� into the product of two closed subgroups, and hence (by infinite Galois theory), a
decomposition

Kab
D K� �K

un; (9)

where K� is the subfield of Kab fixed by �K.�/ and Kun is the subfield of Kab fixed by
�K.UK/. Clearly, K� is the union of all finite abelian extensions L=K (necessarily totally
ramified) such that � 2 Nm.L�/. For example, when we choose the prime element p in
K D Qp, the decomposition (9) becomes

Qab
p D

�[
n
QŒ�pn �

�
�

�[
.m;p/D1

QŒ�m�
�
:

The map �K restricts to an isomorphism

UK ! Gal.K�=K/:

This isomorphism maps the filtration (7), p. 23, to the filtration on Gal.K�=K/ by the
ramification groups (upper numbering; see 4.3).

1.12 The composite of two totally ramified extensions need not be totally ramified. Con-
sider, for example, the quadratic extensions QŒpp� and QŒppq� of Q, where p and q
are distinct odd primes. Then p is totally ramified in both of these extensions, but it is
not totally ramified in their composite QŒpp;pq� because it is unramified in the subfield
QŒpq�. When q is chosen not to be a square modulo p, these statements remain true when
Q is replaced by Qp.

Therefore, in contrast to the situation with abelian and unramified extensions, there is
no “largest” totally ramified extension of K in Kab (or Kal): there are only the maximal
totally ramified extensions K� , depending on the choice of � .

Outline of the proofs of the main theorems.

We first show that the uniqueness of the local Artin map follows from the remaining state-
ments.

THEOREM 1.13 Assume the local existence theorem 1.4. There exists at most one homo-
morphism �WK� ! Gal.Kab=K/ satisfying the conditions (a) and (b) of Theorem 1.1.

PROOF. If no � exists, there is nothing to prove, and so we assume there does exist a
�, and therefore that Corollary 1.2 holds with “norm group” replaced by “open subgroup
of finite index”. Let � be a prime element of OK , let K�;n be the extension of K with
Nm.K�;n/ D .1 C mn/ � h�i, and let K� D

S
nK�;n. Because � is a norm from every

K�;n, �.�/ acts as 1 on K� . Since it acts as the Frobenius automorphism on Kun, the
action of �.�/ on K� � Kun is completely determined. But K� � Kun D Kab (cf. 1.11),
and so this shows that �.�/ D �0.�/ for any two homomorphisms � and �0 satisfying the
conditions. As � was arbitrary, we have shown that if � and �0 satisfy the conditions, then
�.�/ D �0.�/ for all � . The group K� is generated by the prime elements � of OK , and
so this proves that � D �0. 2

Radan Kučera
Zvýraznění
u obou Q na pravé straně chybí indexy p

Radan Kučera
Zvýraznění
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It remains to prove existence, namely, the existence of a local Artin map and the local
existence theorem. We shall offer three proofs of this. The first two have the advantage
that they explicitly construct the extension K�;n with norm group .1 C mn/ � h�i and the
local Artin map K�=Nm.K�;n/ ! Gal.K�;n=K/. The last two have the advantage that
they prove the cohomological results used in global class field theory. The third has the
advantage of brevity.

The reader looking for the fastest route to the main theorems of global class field theory
need only understand the third proof, and so can skip the rest of the chapter and go directly
to Chapter II.

FIRST PROOF OF EXISTENCE (LUBIN-TATE AND HASSE-ARF; I ��2–4)

The theory of Lubin and Tate explicitly constructs the fields K�;n for each prime, and
hence the field K� , and it explicitly constructs a homomorphism �� WUK ! Gal.K�=K/;
moreover, it shows that K� � Kun and the unique extension of �� to a homomorphism
K� ! Gal.K� �K

un=K/ such that �.�/jKun D FrobK are independent of � . From this
one gets Theorems 1.1 and 1.2 but with Kab replaced by K� �Kun.

Need to add a proof of this to the notes. Let KLT D K� �K
un. A key point is

that, if L is a finite extension of K, then

L� Gal.LLT=L/

K� Gal.KLT=K/

�L

Nm � 7!� jKLT

�K

commutes (Iwasawa 1986, Theorem 6.9, p. 89). This shows that, for any
abelian extension L of K contained in KLT, �K defines a surjective homo-
morphism

�L=K WK
�=Nm.L�/! Gal.L=K/:

Next one shows that this is injective (ibid., Corollary, p. 90). This proves the
local reciprocity law (with KLT for Kab), and the local existence theorem fol-
lows easily.

All that remains is to show that K� � Kun D Kab. The most direct proof of this uses
the Hasse-Arf theorem from algebraic number theory.

SECOND PROOF OF THE MAIN THEOREMS (LUBIN-TATE AND COHOMOLOGY; I ��2–3;
III ��1–3)

According to Theorems 1.1 and 1.4, there exists for each prime element � of OK and
integer n � 1, an abelian extension K�;n of K with

Nm.K�;n/ D .1Cmn/ � �Z:

These extensions have the following properties:

*a ŒK�;nWK� D .q � 1/q
n�1I

*b for all n, � is a norm from K�;n:
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Moreover, Kab D K� �K
un, where K� D

S
n�1K�;n.

In �3 of this chapter, we shall explicitly construct, for each prime element � of OK and
integer n � 1, a totally ramified abelian extension K�;n of K satisfying *a and *b. Let
K� D

S
n�1K�;n and, for m � 1, let Km be the unramified extension of K of degree m.

We shall explicitly construct a homomorphism

�� WK
�
! Gal..K� �K

un/ =K/

such that

*c ��.�/jK
un D FrobK ;

*d for all m and n, ��.a/j
�
K�;n �Km

�
D id for a 2 .1Cmn/ � h�mi.

Moreover, we shall prove that both K� �Kun and �� are independent of the choice of � .
In Chapter III, Theorem 3.4, we shall prove that there exists a homomorphism �WK� !

Gal.Kab=K/ satisfying conditions (a) and (b) of Theorem 1.1.
In the remainder of this subsubsection, we explain how these two results imply Theorem

1.4 (hence also Theorem 1.1) with the added precision that Kab D K� �K
un and � D ��

for all � .
Let K 0 be the subfield K� �Kun of Kab, and let �0 D �� — recall that both K 0 and �0

are independent of the choice of the prime element � .

1.14 For all a 2 K�, �.a/jK 0 D �0.a/.

PROOF. For every prime element � of K, �.�/ acts trivially on K�;n because � is a norm
from K�;n, and �0.�/ acts trivially on K�;n because of condition *c with m D 1 (we may
assume that the prime element used in the definition of �0 is �). Since �.�/ and �0.�/
both act as FrobK on Kun, they must agree on K 0 D

S
nK�;n � K

un. But the prime
elements of K generate K� as a multiplicative group (a 2 K� can be written a D u�r ,
and u D .u�/��1), and so this proves the claim. 2

1.15 (LOCAL KRONECKER-WEBER THEOREM) For any prime element � ,

Kab
D K� �K

un.

PROOF. Let
Kn;m D K�;n �Km;

and
Un;m D .1Cmn/ � h�mi:

We are given that ��.a/jKn;m D 1 for all a 2 Un;m. Hence �.a/jKm;n D 1 for all
a 2 Un;m, and so Un;m � Nm.K�n;m/: But

.K�WUn;m/ D .U W 1Cmn/.h�i W h�mi/

D .q � 1/qn�1 �m

D ŒK�;n W K�ŒKm W K�

D ŒKm;n W K�;

and we are given that � induces an isomorphism

K�=Nm.K�n;m/! Gal.Kn;m=K/:
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Therefore,
Un;m D Nm.K�n;m/:

Now let L be a finite abelian extension of K. We are given that � defines an isomor-
phism K�=Nm.L�/ ! Gal.L=K/, and so Nm.L�/ is of finite index in K�. According
to Lemma 1.3, it is also open, and so it contains Un;m for some n;m � 0. The map

�WK� ! Gal.L �Kn;m=K/

is onto and, for a 2 K�,

�.a/ fixes the elements of L ” a 2 Nm.L�/;

�.a/ fixes the elements of Kn;m ” a 2 Nm.K�n;m/ D Un;m:

Because Nm.L�/ � Un;m, this implies that L � Kn;m.
It follows that Kab D K� �K

un: 2

We now know that, for every prime element � of K, Kab D K� �K
un and � D �� . To

complete the proof of the local existence theorem (1.4), we have to show that every open
subgroup H of K� of finite index is a norm group, but, as we observed above, every such
group contains Un;m for some n and m, and Un;m D Nm.Kn;m/. Now (1.2e) shows that
H is a norm group.

THIRD PROOF OF THE MAIN THEOREMS (COHOMOLOGY AND HILBERT SYMBOLS; III
��1–5)

In Chapter III, we shall use cohomology (specifically, a theorem of Tate) to construct the lo-
cal Artin maps, and we shall make use of Hilbert symbols to prove that every open subgroup
of K� of finite index is a norm group.

EXERCISE 1.16 Use only results from algebraic number theory (e.g., ANT) to prove that
a finite extension L=K of local fields is totally ramified if and only if Nm.L=K/ contains
a prime element.

2 Lubin-Tate Formal Group Laws

The important fact about a formal group law over A is that it turns the maximal
ideal M in the integers of each finite extension L=K into a group that is a Ga-
lois module. Being suitably careful, you can even let L be an infinite complete
extension of K. In any case, this group may be very different indeed from the
additive group .M;C/ and from the multiplicative group .1CM;�/. In par-
ticular, its torsion subgroup may give a very useful representation module for
the Galois group. (Lubin, sx2061570)

Power series

Let A be a ring (always commutative with 1). A power series with coefficients in A is an
infinite sequence

f D .a0; a1; a2; : : :/; ai 2 A; i 2 N:

https://math.stackexchange.com/questions/2061570/
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Addition and multiplication are defined by

.a0; a1; : : :/C .b0; b1; : : :/ D .a0 C b0; a1 C b1; : : :/

.a0; a1; : : :/.b0; b1; : : :/ D .a0b0; : : : ;
X

iCjDk

aibj ; : : :/:

These formulas are easier to remember if we write

f D
X
i�0

aiT
i :

The power series with coefficients in A form a commutative ring, which we denote by
AŒŒT ��. Power series can be manipulated in the same way as polynomials, with a few
cautions. For example, in general we cannot substitute an element c 2 A into a power
series f .T / 2 AŒŒT ��, because computing f .c/ D

P
i�0 aic

i requires us to sum an infinite
number of elements of A, which, not being analysts, we are unable to do. For the same
reason, we can substitute one power series g.T / into a second f .T / only if the constant
term of g.T / is zero, in which case f .g.T // is defined, and we denote it by f ı g.

LEMMA 2.1 (a) For all power series f 2 AŒŒT �� and g; h 2 TAŒŒT ��,

f ı .g ı h/ D .f ı g/ ı h:

(b) Let f D
P1
i�1 aiT

i 2 TAŒŒT ��. There exists a g 2 TAŒŒT �� such that f ı g D T

if and only if a1 is a unit in A, in which case g is unique, and has the property that
g ı f D T .

PROOF. (a) In general, .f1f2/ıg D .f1ıg/.f2ıg/, and so f nıg D .f ıg/n. Therefore,
when f D T n, both f ı .g ı h/ and .f ı g/ ı h equal .g ı h/n, and when f D

P
aiT

i ,
both equal

P
ai .g ı h/

i .
(b) We seek a g D

P
i�1 biT

i such thatX
i�1

aig
i
D T;

i.e., such that

a1b1 D 1

a1b2 C a2b
2
1 D 0

� � � � � � � � �

a1bn C polynomial in a2; : : : ; an; b1; : : : ; bn�1 D 0

� � � � � � � � �

The first equation shows that, in order for g to exist, a1 must be invertible. When a1 is
invertible, the equations define the bi ’s uniquely. Now, because b1 is invertible, the same
argument shows that there exists an h 2 TAŒŒT �� such that g ı h D T . But

f D f ı T D f ı g ı h D T ı h D h;

and so g ı f D T . 2
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Caution: f ı .g C h/ ¤ f ı g C f ı h in general.
Power series in several variables can be defined similarly. Moreover, if f .X1; : : : ; Xn/ 2

AŒŒX1; : : : ; Xn�� and g1, g2; : : : ; gn 2 AŒŒY1; : : : ; Ym��, then f .g1; : : : ; gn/ is a well-
defined element of AŒŒY1; : : : ; Ym�� provided that the constant terms of the gi are all zero.

REMARK 2.2 LetA be a complete discrete valuation ring, and let m be the maximal ideal in
A. For every f D

P
i�0 aiT

i 2 AŒŒT �� and every c 2 m, aici ! 0 as i !1. Therefore
the series

P
i�0 aic

i converges to an element f .c/ of A, which lies in m if a0 2 m.

Formal group laws

A group is a nonempty set together with a law of composition satisfying the group axioms.
A formal group law is a law of composition (without the set) satisfying the group axioms.
More precisely:

DEFINITION 2.3 Let A be a commutative ring. A one-parameter commutative formal
group law is a power series F 2 AŒŒX; Y �� such that

(a) F.X; Y / D X C Y C terms of degree � 2I

(b) F.X; F.Y;Z// D F.F.X; Y /;Z/I

(c) there exists a unique iF .X/ 2 XAŒŒX�� such that F.X; iF .X// D 0I

(d) F.X; Y / D F.Y;X/.

REMARK 2.4 (a) Condition (a) ensures that F.X; Y / has no constant term, and so axiom
(b) makes sense: we are comparing finite sums at each degree.

(b) On taking Y D Z D 0 in Axioms (a) and (b), we find that

F.X; 0/ D X C terms of degree � 2; F.F.X; 0/; 0/ D F.X; 0/:

Denote the power series F.X; 0/ by f .X/. The first equality implies that there exists a g
such that f ı g D X , and the second equality says that f ı f D f . On composing the
second equality with g we find that f D X . Thus F.X; 0/ D X , and similarly F.0; Y / D
Y . Hence

F.X; Y / D X C Y C
X

1�i<1
1�j<1

ai;jX
iY j :

To get an n-parameter group law, replace each of X and Y with sequences of n-
variables. Axiom (d) is the commutativity condition. Since we consider no other, we shall
refer to one-parameter commutative formal group laws simply as formal group laws.

Let A D OK , the ring of integers in a nonarchimedean local field K, and let F DP1
i;j aijX

iY j be a formal group law over OK . For every x; y 2 mK , aijxiyj ! 0 as
.i; j /!1, and so the series

F.x; y/ D
X

aijx
iyj

converges to an element x CF y of mK . In this way, mK becomes a commutative group
.mK ;CF /. Similarly, mL acquires a group structure for every finite extension L of K, and
the inclusion .mK ;CF / ,! .mL;CF / is a homomorphism.
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EXAMPLE 2.5 (a) Let F.X; Y / D X C Y . ThenCF is the usual addition law on mK .
(b) Let F.X; Y / D X C Y CXY . The map

a 7! 1C aWm! 1Cm

is an isomorphism .m;CF /! .1Cm;�/. Check:

.a; b/ .1C a; 1C b/

aC b C ab 1C aC b C ab:

CF �

(c) Let E be an elliptic curve over a nonarchimedean local field K, and let

Y 2Z C a1XYZ C a3YZ
2
D X3 C a2X

2Z C a4XZ
2
C a6Z

3

be a minimal Weierstrass model of E. Let T D �X=Y . On expanding the group law on E
as a power series in T1; T2, we obtain a formal group law FE .T1; T2/ over OK . See Milne
2020, 2.6, 2.7.

DEFINITION 2.6 Let F.X; Y / and G.X; Y / be formal group laws. A homomorphism
F ! G is a power series h 2 TAŒŒT �� such that

h.F.X; Y // D G.h.X/; h.Y //:

When h has an inverse, i.e., there exists a homomorphism h0WG ! F such that

h ı h0 D T D h0 ı h;

then h is called an isomorphism. A homomorphism hWF ! F is called an endomorphism
of F .

In the case A D OK , a homomorphism f WF ! G defines a homomorphism

a 7! f .a/W .mL;CF /! .mL;CG/

for every L � K.

EXAMPLE 2.7 Let F D XCY CXY D .1CX/.1CY /�1. Then f .T / D .1CT /p�1
is an endomorphism of F , because

F.f .X/; f .Y // D .1CX/p.1C Y /p � 1 D f .F.X; Y //:

Note that the following diagram commutes,

m m

1Cm 1Cm

f

a 7!1Ca a 7!1Ca

a 7!ap

i.e., when we identify .m;CF / with .1Cm;�/, f becomes identified with a 7! ap.
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Let G be a formal group law. For any f; g 2 TAŒŒT ��, we define

f CG g D G.f .T /; g.T //:

Because of the Axioms 2.3a,b,c,d, this composition law makes TAŒŒT �� into a commutative
group. In particular,

f CG .iG ı f / D 0:

LEMMA 2.8 (a) For any formal group laws F and G, the set Hom.F;G/ of homomor-
phisms from F to G becomes an abelian group with the addition f CG g.

(b) For any formal group law F , the abelian group End.F / of endomorphisms of F
becomes a ring (not necessarily commutative) with the multiplication f ı g.

PROOF. Let f and g be homomorphisms F ! G, and let h D f CG g. Then

h.F.X; Y //
def
D G.f .F.X; Y //; g.F.X; Y ///

D G.G.f .X/; f .Y //; G.g.X/; g.Y ///:

Symbolically (at least), we can write this last power series as

.f .X/CG f .Y //CG .g.X/CG g.Y //; .�/

which associativity and commutativity allow us to rewrite as

.f .X/CG g.X//CG .f .Y /CG g.Y //; .��/

that is, asG.h.X/; h.Y //. More formally, the operations that carry .�/ into .��/, also carry
G.G.f .X/; f .Y //; G.g.X/; g.Y /// intoG.h.X/; h.Y //. This proves that h 2 Hom.F;G/.
Similarly, one shows that iG ı f 2 Hom.F;G/. As 0 2 Hom.F;G/, this completes the
proof that Hom.F;G/ is a subgroup of .TAŒŒT ��;CG/.

We showed in Lemma 2.1 that f; g 7! f ı g is associative. To show that End.F / is a
ring, it remains to observe that, for f; g; h 2 End.F /,

f ı .g CF h/
def
D f .F.g.T /; h.T /// D F..f ı g/.T /; .f ı h/.T // D f ı g CF f ı h;

.f CF g/ ı h D f ı hCF g ı h (similarly),

and that End.F / has an identity element, namely, T . 2

Formal group laws are similar to algebraic groups. The main difference is that, because
they are defined by power series rather than polynomials, their points must have coordinates
“close to 1” in order for products to be defined. There is a very extensive theory of formal
group laws—see, for example, M. Hazewinkel, Formal Groups and Applications, Academic
Press, 1978.

Lubin-Tate group laws

We now let A D OK , the ring of integers in a nonarchimedean local fieldK, and we choose
a prime element � of A.

DEFINITION 2.9 Let F� be the set of f .X/ 2 AŒŒX�� such that
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(a) f .X/ D �X C terms of degree � 2;

(b) f .X/ � Xq mod � .

EXAMPLE 2.10 (a) The polynomial f .X/ D �X CXq lies in F� .
(b) Let K D Qp and � D p; then the polynomial

f .X/ D .1CX/p � 1 D pX C
�
p
2

�
X2 C � � � C pXp�1 CXp

lies in Fp.

LEMMA 2.11 Let f; g 2 F� , and let �1.X1; � � � ; Xn/ be a linear form with coefficients in
A. There is a unique � 2 AŒŒX1; : : : ; Xn�� such that�

�.X1; : : : ; Xn/ D �1 C terms of degree � 2
f .�.X1; : : : ; Xn// D �.g.X1/; : : : ; g.Xn//:

PROOF. We prove by induction on r that there is a unique polynomial �r.X1; : : : ; Xn/ of
degree r such that�

�r.X1; : : : ; Xn/ D �1 C terms of degree � 2
f .�r.X1; : : : ; Xn// D �r.g.X1/; : : : ; g.Xn//C terms of degree � r C 1:

The unique candidate for the first polynomial is �1 itself. It certainly satisfies the first
condition, and, if we write �1 D

P
aiXi , the second says that

�.
P
aiXi / D

P
ai .�Xi /C deg � 2;

which is also true.
Suppose r � 1 and we have defined �r . Because �r is unique, �rC1 must equal �rCQ,

where Q is a homogeneous polynomial of degree r C 1 in AŒX1; : : : ; Xn�. We need that

f .�rC1.X1; : : : ; Xn//
‹
D �rC1.g.X1/; : : : ; g.Xn//C terms of degree � r C 2:

The left hand side is

f .�r.X1; : : : ; Xn//C �Q.X1; : : : ; Xn/C terms of degree � r C 2;

while the right hand side is

�r.g.X1/; : : : ; g.Xn//CQ.�X1; : : : ; �Xn/C terms of degree � r C 2:

As Q is homogeneous of degree r C 1, Q.�X1; : : :/ D �rC1Q.�X1; : : :/, and so we need
that

.�rC1 � �/Q.X1; : : : ; Xn/
‹
D f .�r.X1; : : : ; Xn//��r.g.X1/; : : : ; g.Xn//

C terms of degree � r C 2:

Thus Q must be the unique polynomial such that

f .�r.X1; : : : ; Xn// � �r.g.X1/; : : : ; g.Xn//

.�r � 1/�
D QC terms of degree � r C 2:

Radan Kučera
Zvýraznění
asi bez \pi
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Note that, because of the simple form that binomial theorem takes in characteristic p,

f ı �r � �r ı g � �r.X1; : : : ; Xn/
q
� �r.X

q
1 ; : : : ; X

q
n / � 0 mod �:

Because � divides f ı �r � �r ı g and �r � 1 is invertible in A, Q does have coefficients
in A, and because �r satisfies the induction hypothesis, it does have degree r C 1.

Having defined the �r for r D 1; 2; : : : and noted that

�rC1 D �r C terms of degree � r C 1;

we can define � to be the unique power series such that

� D �r C terms of degree � r C 1

for all r . Clearly, it has the first of the required properties, and for any r ,

f .�.X1; : : : ; Xn// D f .�r.X1; : : : ; Xn//C terms of degree � r C 1

D �r.g.X1; : : : ; Xn//C terms of degree � r C 1

D �.f .X1; : : : ; Xn//C terms of degree � r C 1:

Since this holds for all r , � also has the second required property. 2

PROPOSITION 2.12 For every f 2 F� , there is a unique formal group law Ff with coef-
ficients in A admitting f as an endomorphism.

PROOF. According to Lemma 2.11, there is a unique power series Ff .X; Y / such that�
Ff .X; Y / D X C Y C terms of degree � 2

f .Ff .X; Y // D Ff .f .X/; f .Y //:

It remains to check that this is a formal group law.
Commutativity: Let G D Ff .Y;X/. Then�

G.X; Y / D X C Y C terms of degree � 2
f .G.X; Y // D f .Ff .Y;X// D Ff .f .Y /; f .X// D G.f .X/; f .Y //:

Since Ff .X; Y / is the unique power series with these properties, it follows thatG.X; Y / D
Ff .X; Y /.

Associativity: LetG1.X; Y;Z/ D Ff .X; Ff .Y;Z// andG2.X; Y;Z/ D Ff .Ff .X; Y /;Z/.
Then, for i D 1; 2,�

Gi .X; Y;Z/ D X C Y CZ C terms of degree � 2
Gi .f .X/; f .Y /; f .Z// D f .Gi .X; Y;Z//

and again Lemma 2.11 shows that there is only one power series satisfying these condi-
tions. 2

EXAMPLE 2.13 Let K D Qp and � D p. Then f .T / D .1 C T /p � 1 lies in Fp, and
F.X; Y / D X C Y CXY admits f as an endomorphism (see 2.7). Therefore, F D Ff .

The formal group laws Ff defined by the proposition are the Lubin-Tate formal group
laws. They are exactly the formal group laws admitting an endomorphism
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˘ that has derivative at the origin equal to a prime element of K, and

˘ reduces mod m to the Frobenius map T 7! T q .

PROPOSITION 2.14 For f; g 2 F� and a 2 A, let Œa�g;f be the unique element of AŒŒT ��
such that �

Œa�g;f .T / D aT C terms of degree � 2
g ı Œa�g;f D Œa�g;f ı f:

Then Œa�g;f is a homomorphism Ff ! Fg .

PROOF. Let h D Œa�g;f —its existence is guaranteed by Lemma 2.11. We have to show
that

h.Ff .X; Y // D Fg.h.X/; h.Y //:

Obviously each is equal to aX C aYCterms of degree � 2. Moreover,

h.Ff .f .X/; f .Y /// D .h ı f /.Ff .X; Y // D g.h.Ff .X; Y ///;

Fg.h.f .X//; h.f .Y /// D Fg.g.h.X//; g.h.Y /// D g.Fg.h.X/; h.Y ///;

and we can apply the uniqueness in Lemma 2.11 again. 2

PROPOSITION 2.15 For any a; b 2 A,

ŒaC b�g;f D Œa�g;f CFg Œb�g;f

and
Œab�h;f D Œa�h;g ı Œb�g;f :

PROOF. In each case, the power series on the right satisfies the conditions characterizing
the power series on the left. 2

COROLLARY 2.16 For f; g 2 F� , Ff � Fg .

PROOF. For every u 2 A�, Œu�f;g and Œu�1�g;f are inverse isomorphisms. 2

In fact, there is a unique isomorphism hWFf ! Fg such that h.T / D T C � � � and
g ı h D h ı f , namely, Œ1�g;f . Thus Ff ' Fg .

COROLLARY 2.17 For each a 2 A, there is a unique endomorphism Œa�f WFf ! Ff such
that Œa�f D aTCterms of degree � 2 and Œa�f commutes with f . The map

a 7! Œa�f WA ,! End.Ff /

is a ring homomorphism.

PROOF. Take Œa�f D Œa�f;f —it is the unique power series aT C � � � commuting with f ,
and it is an endomorphism of Ff . That a 7! Œa�f is a ring homomorphism follows from
Lemma 2.15 and the obvious fact that Œ1�f D T . 2

It follows that the abelian group .mL;CFf / has a natural A-module structure for L a
finite extension of K.
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EXAMPLE 2.18 Let K D Qp and f D .1C T /p � 1 2 Fp, so that Ff D X C Y CXY .
For every a 2 Zp, define

.1C T /a D
X
m�0

 
a

m

!
Tm;

 
a

m

!
def
D
a.a � 1/ � � � .a �mC 1/

m.m � 1/ � � � 1
:

When a 2 Z, these definitions agree with the usual ones, and if .ai /i�1 is a sequence of
integers converging to a 2 Zp, then

�
ai
m

�
!
�
a
m

�
as i ! 1. Therefore

�
a
m

�
2 Zp. I claim

that
Œa�f D .1C T /

a
� 1:

Certainly, .1C T /a � 1 D aT C � � � , and

f ı ..1C T /a � 1/ D .1C T /ap � 1 D ..1C T /a � 1/ ı f

holds when a is an integer, which (by continuity) implies that it holds for all a 2 Zp.

Under the isomorphism .m;CFf /
t 7!1Ct
�����! .1C m;�/, the action of Œa�f corresponds

to the map sending an element of 1Cm to its ath power.

REMARK 2.19 (a) Note that Œ��f D f , because f satisfies the two defining conditions.

(b) The homomorphism a 7! Œa�f WA 7! End.Ff / is injective, because a can be recov-
ered as the leading coefficient of Œa�f .

(c) The canonical isomorphism Œ1�g;f WFf ! Fg commutes with the actions of A on
Ff and Fg , because

Œa�g ı Œ1�g;f D Œa�g;f D Œ1�g;f ı Œa�f :

SUMMARY 2.20 For each f 2 F� , there exists a unique formal group law Ff admitting
f as an endomorphism. Moreover, there is a unique A-module structure a 7! Œa�f WA !

End.Ff / on Ff such that

(a) Œa�f D aTCterms of degree � 2, all a 2 A;

(b) Œa�f commutes with f .

We have Œ��f D f . If g 2 F� , then Ff ' Fg (by a canonical A-isomorphism).

EXERCISE 2.21 Let F.X; Y / be a power series such that F.X; 0/ D X and F.0; Y / D Y .
Show that there is a unique power seriesG.X/ D �XC

P1
iD2 aiX such thatF.X;G.X// D

0. Hence Axiom (c) in Definition 2.3 is redundant.

NOTES Let f 2 F� . There is a unique power series log.T / D T C � � � 2 KŒŒT �� such that
log.F.x; y// D log.x/C log.y/. It has the property that

log.Œa�f .T // D a log.T /

for a 2 A. See sx3644403.

https://math.stackexchange.com/questions/3644403/
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3 Construction of the extension K� of K.

In this section, A D OK , where K is a nonarchimedean local field with residue field
A=m D k having q (a power of p) elements. We fix a prime element � of A.

According to the discussion in Section 1, there should be a unique extension K� of K
in Kal such that Kab D K� � K

un and � is a norm from every finite subextension of K� ,
namely, the subfield K� of Kab fixed by �.�/.

It is easy to constructKun. Let �m be the set ofmth roots of 1 inKal, i.e., �m is the set
of roots ofXm�1. Whenm is not divisible by p, the discriminant ofXm�1 is a unit in OK ,
and so the field KŒ�m� generated by the elements of �m is unramified over K; moreover,
the residue field of KŒ�m� is the splitting field of Xm � 1 over k, and so has qf elements,
where f is the smallest positive integer such that mjpf � 1. Therefore

S
p-mKŒ�m� is an

unramified extension of K with residue field an algebraic closure of k, and so equals Kun.
The Galois group Gal.Kun=K/ ' OZ, and a 2 OZ acts Kun as follows: for every � 2 �m
and every integer a0 sufficiently close to a (depending onm), a�� D �a0 .D FrobaK.�//.

In the case K D Qp and � D p, there is a similar construction for K� , namely,
.Qp/p D

S
QpŒ�pn �—we shall prove later that this has the indicated properties. The

action
.Œm�; �/ 7! �mWZ=pnZ � �pn ! �pn

makes �pn into a free Z=pnZ-module of rank 1. Since Z=pnZ ' Zp=pnZp, we can
regard �pn as a Zp-module, isomorphic to Zp=.pn/. The action of Zp on �pn induces an
isomorphism .Zp=pnZp/� ! Gal.QpŒ�pn �=Qp/, and, on passing to limit over all n, we
obtain an isomorphism

Z�p ! Gal..Qp/p=Qp/:

Thus, for both the extensionsKun=K and .Qp/p=Qp, we have an explicit set of genera-
tors for the extension, an explicit description of the Galois group, and an explicit description
of the Galois group on the set of generators. Remarkably, the Lubin-Tate groups provide
similar results for K�=K for every K and � .

The absolute value j � j onK extends uniquely to every subfield L ofKal of finite degree
overK, and hence toKal. Let f 2 F� . For any ˛; ˇ 2 Kal with j˛j; jˇj < 1 and a 2 A, the
series Ff .˛; ˇ/ and Œa�f .˛/ converge. Therefore, we can define �f to be the A-module
with:

�f D f˛ 2 K
al
j j˛j < 1g (as a set),

˛ C�f ˇ D ˛ CFf ˇ D Ff .˛; ˇ/;

a � ˛ D Œa�f .˛/:

We define �n to be the submodule of �f of elements killed by Œ��n
f

. If g is a second
element of F� , then the canonical A-isomorphism Ff ! Fg induces an A-isomorphism
�f ! �g .

REMARK 3.1 Recall that Œ��f .T / D f .T /, and therefore �n is the set of roots of

f .n/
def
D f ı f ı � � � ı f .n factors/

in Kal with absolute value < 1. For simplicity, we let f be a polynomial �T C a2T 2 C
� � � C T q rather than a more complicated power series — according to 2.16 it even suffices
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to take f D �T C T q .2 Then,

.f ı f /.T /
def
D f .f .T // D �.�T C � � � C T q/C � � � C .�T C � � � C T q/q

D �2T C � � � C T q
2

;

and
f .n/.T / D �nT C � � � C T q

n

:

From the Newton polygon of f .n/ (cf. ANT, 7.44), we see that the roots of f .n/ all
have positive ordK , hence absolute value < 1, and so �n is the set of all roots of f .n/ in
Kal endowed with the commutative group stucture

˛ CFf ˇ D Ff .˛; ˇ/ D ˛ C ˇ C � � � ;

and the A-module structure,
Œa�f ˛ D a˛ C � � � :

EXAMPLE 3.2 Take K D Qp and f D .T C 1/p � 1 2 Fp; then

�n D f˛ 2 Qal
p j .˛ � 1/

pn
D 1g ' f� j �p

n

D 1g D �pn :

The additionCF on�n corresponds to multiplication on�pn , and the Zp-module structure
is as defined before. It follows that �n � Z=pnZ (as a Zp-module).

Recall that a cyclic module is a module that can be generated by a single element.
Because A is a principal ideal domain with only one prime element up to conjugates, every
finitely generated torsion A-module M decomposes into a direct sum of cyclic modules

M � A=.�n1/˚ � � � ˚ A=.�nr /; n1 � n2 � : : : ;

and the sequence n1; : : : ; nr is uniquely determined.

LEMMA 3.3 Let M be an A-module, and let Mn D Ker.�nWM !M/. Assume,

(a) M1 has q def
D .A W .�// elements, and

(b) � WM !M is surjective.
Then Mn � A=.�

n/; in particular, it has qn elements.

PROOF. We use induction on n. Because A=� has order q, condition (a) and the structure
theorem imply that M1 � A=.�/. Consider the sequence

0 �!M1 �!Mn
�
�!Mn�1 �! 0:

Condition (b) implies that it is exact atMn�1, and is therefore exact. It follows thatMn has
qn elements. If Mn is not cyclic,

Mn � A=.�
n1/˚ A=.�n2/˚ � � � ; n1; n2; : : : � 1;

then M1 is not cyclic,

M1 � .�
n1�1/=.�n1/˚ .�n2�1/=.�n2/˚ � � � :

Therefore Mn is a cyclic A-module of order qn, and every such module is isomorphic to
A=.�n/. 2

2Alternatively, the p-adic Weierstrass preparation theorem (Washington 1997, 7.3) implies that every f 2
F� factors into f1.T /u.T /, where f1.T / is a polynomial �T C� � �CaT q , a � 1 mod m, and u.T / is a unit
in AŒŒT ��. Obviously, the roots of f .n/ are the roots of f .n/1 .
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PROPOSITION 3.4 The A-module �n is isomorphic to A=.�n/. Hence EndA.�n/ '
A=.�n/ and AutA.�n/ ' .A=.�

n//�.

PROOF. An A-isomorphism hWFf ! Fg of formal group laws induces an isomorphism
of A-modules �f ! �g , and so it does not matter which f 2 F� we choose. We take
f 2 F� to be a polynomial of the form �T C � � � C T q . This is an Eisenstein polynomial
(ANT, p. 129), and so has q distinct roots, each with absolute value < 1. Let ˛ 2 Kal have
absolute value < 1. From the Newton polygon of

f .T / � ˛ D T q C � � � C �T � ˛

we see that its roots have absolute value < 1, and so lie in �f . We have shown that �f
satisfies the hypotheses of the lemma, and so �n � A=.�n/. It follows that the action of A
on �n induces an isomorphism A=.�n/! EndA.�n/. 2

LEMMA 3.5 Let L be a finite Galois extension of a local fieldK, with Galois groupG. For
every F 2 OK ŒŒX1; :::; Xn�� and ˛1; : : : ; ˛n 2 mL,

F.�˛1; : : : ; �˛n/ D �F.˛1; : : : ; ˛n/; all � 2 G:

PROOF. If F is a polynomial, this follows from the fact that � is a field isomorphism fixing
the elements of OK . Because the absolute value onL is the unique extension of the absolute
value on K (ANT, 7.38), it is preserved by � 2 G, i.e., j�˛j D j˛j all ˛ 2 L, and so � is
continuous. Therefore it preserves limits,

lim
m!1

˛m D L) lim
m!1

�˛m D �L:

Write F D FmCterms of degree � mC 1 with Fm a polynomial of degree m. Then

�.F.˛1; : : : ; ˛n// D �. lim
m!1

Fm.˛1; : : : ; ˛n//

D lim
m!1

� .Fm.˛1; : : : ; ˛n//

D lim
m!1

Fm.�˛1; : : : ; �˛n/: 2

THEOREM 3.6 Let K�;n denote the subfield KŒ�n� of Kal generated over K by the ele-
ments of �n.

(a) For each n, K�;n=K is totally ramified of degree .q � 1/qn�1.

(b) The action of A on �n defines an isomorphism

.A=mn/� ! Gal.K�;n=K/:

In particular, K�;n=K is abelian.

(c) For each n, � is a norm from K�;n.

PROOF. Again, we may assume that f 2 F� is a polynomial of the form �T C � � � C T q .
(a), (b). Choose a nonzero root �1 of f .T / and (inductively) a root �n of f .T /��n�1.

Consider the sequence of fields

KŒ�n� � KŒ�n�
q
� KŒ�n�1�

q
� � � �

q
� KŒ�1�

q�1
� K:
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Each extension is Eisenstein (ANT, 7.55) with the degree indicated. Therefore KŒ�n� is
totally ramified over K of degree qn�1.q � 1/.

Recall that �n is the set of roots of f .n/ in Kal, and so KŒ�n� is the splitting field of
f .n/. Therefore Gal.KŒ�n�=K/ can be identified with a subgroup of the group of permuta-
tions of the set�n, but Lemma 3.5 implies that each element of Gal.KŒ�n�=K/ acts on�n
as an A-module isomorphism, and so the image of Gal.KŒ�n�=K/ in the automorphism
group of �n is contained in

EndA.�n/ D .A=.�
n//�:

Hence

.q � 1/qn�1 � jGal.KŒ�n�=K/j D ŒKŒ�n� W K� � ŒKŒ�n� W K� D .q � 1/q
n�1:

We must have equalities throughout, and so Gal.KŒ�n�=K/ ' .A=mn/� and KŒ�n� D
KŒ�n�.

(c) Let f Œn�.T / D .f =T / ı f ı � � � ı f (n terms), so that

f Œn�.T / D � C � � � C T .q�1/q
n�1

:

Then f Œn�.�n/ D f Œn�1�.�n�1/ D � � � D f .�1/ D 0. Because f Œn� is monic of degree
.q � 1/qn�1 D ŒKŒ�n� W K�, it must be the minimal polynomial of �n over K. Therefore,

NmKŒ�n�=K �n D .�1/
.q�1/qn�1�

D � unless q D 2 and n D 1:

In the exceptional case, KŒ�1� D K, and � is certainly a norm. 2

SUMMARY 3.7 Let f .T / D �T C � � � C T q , and let �n be the set of roots of f .n/ in Kal.
Define K�;n D KŒ�n�. Then

K� D
S
K�;n

:::

K�;n D KŒ�n� f .�n/ D �n�1 mK�;n D .�n/

:::

K�;2 D KŒ�2� f .�2/ D �1 mK�;2 D .�2/

K�;1 D KŒ�1� f .�1/ D 0 mK�;1 D .�1/ �1 ¤ 0

K

q

q

q

q � 1

Moreover, the action
a � � D Œa�f .�/; a 2 A; � 2 �n;

induces an isomorphism
.A=mn/� ! Gal.K�;n=K/:

On passing to the inverse limit, we obtain an isomorphism

A� ! Gal.K�=K/:
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EXAMPLE 3.8 Let K D Qp and f D .T C 1/p � 1. For each r , choose a pr th root
�pr of 1 in such a way that �p is primitive and �ppr D �pr�1 . Then �r D �pr � 1 and
.Qp/p;n D QpŒ�r � D QpŒ�pr �. Moreover, the isomorphism

.Zp=.pn//� ! Gal.QpŒ�pr �=Qp/

is the standard one.

The local Artin map

We define a homomorphism

�� WK
�
! Gal..K� �K

un/ =K/

as follows. Let a 2 K�. Because K� \ Kun D K, it suffices to describe the actions of
��.a/ on K� and Kun separately. Let a D u�m, u 2 U . We decree that ��.a/ acts on
Kun as Frobm, and that it acts on K� according to the rule

��.a/.�/ D Œu
�1�f .�/; all � 2

[
�n:

The �1 is inserted so that the following theorem is true.

THEOREM 3.9 Both K� �Kun and �� are independent of the choice of � .

The proof will occupy the rest of this section.
Recall that Kal is not complete (see ANT, Exercise 7-7); in fact even Kun is not com-

plete. We write OKun for its completion and B for the valuation ring of OKun (the absolute
value j � j on Kun extends uniquely to OKun, and B is the set of elements with value � 1).
We write � for the Frobenius automorphism FrobK of Kun=K, and also for its extension
to OKun. For a power series �.T / D

P
biT

i 2 BŒŒT ��, we define .��/.T / to be the power
series

P
.�bi / T

i .

PROPOSITION 3.10 Let Ff and Fg be the formal group laws defined by f 2 F� and
g 2 F$ , where � and $ D u� are two prime elements of K. Then Ff and Fg become
A-isomorphic over B . More precisely, there exists an " 2 B� such that �" D "u, and a
power series �.T / 2 BŒŒT �� such that:

(a) �.T / D "TCterms of degree � 2;

(b) �� D � ı Œu�f ;

(c) �.Ff .X; Y // D Fg.�.X/; �.Y //;

(d) � ı Œa�f D Œa�g ı � .

The last two conditions say that � is a homomorphism Ff ! Fg commuting with the
actions of A, and the first condition implies that � is an isomorphism (because " is a unit).

LEMMA 3.11 The homomorphisms

b 7! �b � bWB ! B;

b 7! �b=bWB� ! B�;

are surjective with kernels A and A� respectively.
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PROOF. Let R be the valuation ring in Kun, and let n be its maximal ideal. Then R is a
discrete valuation ring, and lim

 �
R=nn D B (see (A.7 below). We shall show by induction

that the sequence

0 A=mnK R=nn R=nn 0
��1 (10)

is exact. For n D 1, the sequence becomes

0 k Nk Nk 0:
x 7!xq�x

Here Nk is the algebraic closure of k. This is obviously exact. Assume that the sequence is
exact for n � 1, and consider the diagram

0 R=n R=nn R=nn�1 0

0 R=n R=nn R=nn�1 0:

��1 ��1 ��1

From the snake lemma, we find that � � 1WR=nn ! R=nn is surjective and that its kernel
has qn elements. As A=nn is contained in the kernel and has qn elements, it must equal
the kernel. This shows that (10) is exact, and, when we pass to the inverse limit over n, the
sequence becomes

0 A B B 0;
��1

which is therefore exact (see Proposition A.8 below).
The proof for B� is similar. 2

The inverse of a power series h for composition will be denoted h�1. Thus h ı h�1 D
T D h�1 ı h.

The proof of the Proposition 3.10 has four steps.

Step 1. Show there exists a �.T / 2 BŒŒT �� satisfying (a) and (b).

Step 2. Show that the � in Step 1 can be chosen so that g D �� ı f ı ��1.

Step 3. Show that the power series �.Ff .��1.X/; ��1.Y /// has the properties characteriz-
ing Ff .X; Y /, and therefore equals it.

Step 4. Show that the power series � ı Œa�f ı ��1 has the properties characterizing Œa�g , and
therefore equals it.

PROOF (OF STEP 1) Choose an " 2 B� such that �" D "u—its existence is ensured by
Lemma 3.11. Starting with �1.T / D "T , we shall construct a sequence of polynomials �r
such that

�r.T / D �r�1.T /C bT
r , some b 2 B;

��r D �r ı Œu�f C terms of degree � r C 1:

Note, that for �1.T / D "T , the second equation becomes

�"T D ".uT C � � � /C terms of degree � 2;
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which is true because of our choice of ". Suppose that �r has been found, and we wish to
find �rC1.T / D �r.T / C bT

rC1. Write b D a"rC1, a 2 B . Then the second equation
becomes

.��r/.T /C.�a/.�"/
rC1T rC1

‹
D �r.Œu�f .T //Ca"

rC1.uT /rC1Cterms of degree � rC1:

Thus, we need
.�a � a/."u/rC1

‹
D c;

where c is the coefficient of T rC1 in �r ı Œu�f � ��r . We can choose a to be any element
of B such that �a � a D c=."u/rC1. 2

PROOF (OF STEP 2) Define

h D �� ı f ı ��1 D � ı Œu�f ı f ı �
�1
D � ı f ı Œu�f ı �

�1:

Then, because f and Œu�f have coefficients in A,

�h D �� ı f ı Œu�f ı ��
�1
D �� ı f ı ��1 D h:

For the middle equality, we used that Œu�f ı ���1 D ��1 which follows from � ı Œu�f ı

���1 D T: Because �h D h, it lies in AŒŒT ��. Moreover,

h.T / D �" � � � "�1T C � � � D $T C terms of degree � 2;

and
h.T / � �� ı .��1/q � ��.���1.T q// � T q mod mK :

Therefore, h 2 F$ . Let � 0 D Œ1�g;h ı � . Then � 0 obviously still satisfies condition (a) of
the proposition, and it still satisfies (b) because Œ1�g;h 2 AŒŒT ��. Moreover,

�� 0 ı f ı � 0�1 D Œ1�g;h ı h ı Œ1�
�1
g;h D g: 2

The proofs of Steps 3 and 4 are straightforward applications of Lemma 2.11, and so
will be left to the reader.

PROOF (THAT K� �K
un IS INDEPENDENT OF � ) Let � and $ D �u be two prime ele-

ments of K. From Proposition 3.10 we find that

.��/ ı Œ��f D � ı Œu�f ı Œ�f � D � ı Œ$�f D Œ$�g ı �;

that is, that
.��/.f .T // D g.�.T //:

Therefore, for any ˛ 2 Kal (recall that this is the separable algebraic closure of K),

f .˛/ D 0) g.�.˛// D 0;

and, similarly,
g.˛/ D 0) f .��1.˛// D 0:

Therefore � defines a bijection �f;1 ! �g;1, and so

OKunŒ�g;1� D OK
unŒ�.�f;1/� � OK

unŒ�f;1� D OK
unŒ��1.�g;1/� � OK

unŒ�g;1�:
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Therefore
OKunŒ�g;1� D OK

unŒ�f;1�:

Now the next lemma shows that

OKunŒ�g;1� \K
al
D KunŒ�g;1�; OKunŒ�f;1� \K

al
D KunŒ�f;1�;

and so
KunŒ�g;1� D K

unŒ�f;1�:

The argument extends without difficulty to show that

KunŒ�g;n� D K
unŒ�f;n�

for all n, and so Kun �K$ D K
un �K� . 2

LEMMA 3.12 Every subfield E of Kal containing K is closed (in the topological sense).

PROOF. Let H D Gal.Kal=E/. Then H fixes every element of E and so, by continuity,
it fixes every element in the closure of E. By Galois theory, this implies that E equals its
closure in Kal. 2

PROOF (THAT �� IS INDEPENDENT OF � .) We shall show that, for any two prime ele-
ments � and $ ,

��.$/ D �$ .$/:

Since � is arbitrary, this implies that for any other prime element � 0 of K,

�� 0.$/ D �$ .$/ D ��.$/:

Since $ is also arbitrary, and the prime elements generate the group K�, this implies that
�� D �� 0 .

On Kun, both ��.$/ and �$ .$/ induce the Frobenius automorphism. It remains to
prove that they have the same effect on K$ .

Let � be an isomorphism Ff ! Fg over OK un as in Proposition 3.10. It induces an
isomorphism �f;n ! �g;n for all n. By definition, �$ .$/ is the identity on K$ , and
sinceK$;n is generated overK by the elements �.�/ for � 2 �f;n, it remains to prove that

��.$/.�.�// D �.�/; all � 2 �f;n:

Write $ D u� . Then ��.$/ D ��.u/ � ��.�/ D �� , say, where

� D

�
FrobK on Kun

id on �
� D

�
id on Kun

Œu�1�f on �:

Using that the series � has coefficients in OKun and (3.10), we find that

��.$/.�.�// D ��.�.�// D .��/.��/ D .��/.Œu
�1�f .�/ D �.�/: 2
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EXAMPLE 3.13 We describe the local Artin map �pWQ�p ! Gal.L=Qp/ in the case L D
QpŒ��, where � is a primitive nth root of 1.

(a) Suppose n is prime to p. Then L is unramified over Qp, with degree equal to the
degree of the residue field extension. The residue field is Fpf , where pf is the smallest
power of p such that nj.pf � 1/. The map �p W Q�p ! Gal.L=Qp/ sends u � pt to the t th
power of the Frobenius element, and its kernel is Z�p � hpf i;

(b) Suppose n is a power pr of p. In this case, L is totally ramified of degree .p �
1/pr�1 over K, and L D .Qp/p;n (see 3.8). The map �pWQ�p ! Gal.L=Qp/ can be
described as follows: let a D upt , and let u0 2 Z represent the class of u in .Zp=prZp/�;
then �p.a/ sends � to �u

�1

. Its kernel is fupm j u � 1 mod pr ; m 2 Zg.
(c) In the general case, write n D m � pr with m prime to p. Then we have

QpŒ�n�

QpŒ�pr � QpŒ�m�

Qp

The map Q�p=Nm.QpŒ�n��/! Gal.QpŒ�n�=Qp/ can be described as follows: write a D

upt , u 2 Z�p; then a acts on QpŒ�m� by �m 7! �tm, and it acts on QpŒ�pn � by �pn 7! �
u�10
pn ,

where u0 is an integer congruent to u mod pr :

4 The Local Kronecker-Weber Theorem

The main result proved in this section is that Kab D K� � K
un. Since this is not needed

for the proofs of the main theorems of local class field theory, and is implied by them, this
section may be skipped.

The ramification groups of K�;n=K.

Let L=K be a finite Galois extension with Galois group G. Recall (ANT, 7.57, 7.58,. . . )
that the i th ramification group is defined to be

Gi D f� 2 G j ordL.�a � a/ � i C 1; all a 2 OLgI

moreover, for i � 1,

Gi D f� 2 G0 j ordL.�˘ �˘/ � i C 1g;

where ˘ is a prime element for L. Here ordL is the normalized valuation L� � Z. Then
G=G0 D Gal.l=k/, and there are inclusions:

.˘ 7! �˘=˘ mod ˘/WG0=G1 ,! l�

.˘ 7! .�˘ �˘/=˘ iC1 mod ˘/WGi=GiC1 ,! l;
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where l � k are the residue fields of L and K. Thus .G0WG1/jq � 1 and .Gi WGiC1/jq for
i � 1. Moreover Gi D f1g for i sufficiently large.

Let

U .0/ D U D A�;

U .i/ D 1Cmi ; i � 1:

Then we have a filtration

U=U .n/ � U .1/=U .n/ � � � � � U .n/=U .n/ D 0

on A�=.1Cmn/ D U=U .n/.

PROPOSITION 4.1 Let L D K�;n. Under the isomorphism A�=U .n/
'
�! G of Theorem

3.6, U .i/=U .n/ maps onto Gqi�1.

PROOF. We take f D �T C T q . Certainly G D G0, and U .0/=U .n/ maps onto G0. Now
take i � 1, and let u 2 U .i/ r U .iC1/. Then u D 1C v� i with v 2 A�, and

Œu�f .�n/ D Œ1�f .�n/C Œv�f Œ�
i �f .�n/ D �n C Œv�f .�n�i / D �n C (unit)�n�i :

For every i � 1, �i D ��iC1 C �
q
iC1 D �

q
iC1.

��iC1
�
q

iC1

C 1/ D �
q
iC1 � unit because

ord. �

�
q�1

iC1

/ > 0. Hence �n�i D �
qi

n � unit, and

Œu�f .�n/ � �n D �
qi

n � unit:

By definition, this means that Œu�f 2 Gqi�1, Œu�f … Gqi . Since this is true for all i , it
implies that U .i/ maps onto Gqi�1. 2

Hence

G0 D G

Gq�1 D Gq�2 D � � � D G1

Gq2�1 D Gq2�2 D � � � D Gq

� � �

Gqn�1 D 1

is a complete set of distinct ramification groups for K�;n=K.

Upper numbering on ramification groups

Let L be a finite Galois extension of K with Galois group G. We extend the definition of
Gu to all real numbers u � �1, by setting

Gu D Gi ; where i is the least integer � u:

For u > 0,
Gu D f� 2 G0 j ordL.�˘ �˘/ � i C 1g:
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Define 'WR�0 ! R to be the unique continuous piecewise linear function such that�
'.0/ D 0

'0.u/ D .G0 W Gu/
�1 if u is not an integer:

Define Gv D Gu if v D '.u/, i.e., Gv D G'�1.v/.

EXAMPLE 4.2 Let L D K�;n. Then

.G0WG1/ D q � 1; G1 D G2 D � � � D Gq�1:

Thus '0.u/ D 1
q�1

for 0 < u < q � 1, and the first segment of the graph of ' runs from
.0; 0/ to .q � 1; 1/; hence G1 D Gq�1. Next

.Gq�1WGq/ D q; Gq D GqC1 D � � � D Gq2�1:

Thus '0.u/ D 1
q.q�1/

for q � 1 < u < q2 � 1, and the second segment of the graph of
' runs from .q � 1; 1/ to .q2 � 1; 2/. Thus G2 D Gq2�1. Continuing in this fashion, we
arrive at the following picture,

G0
q�1
� Gq�1

q
� Gq2�1 � � � � � Gqn�1 D 1

k k k k

G0 G1 G2 Gn

PROPOSITION 4.3 Under the isomorphism A�=U .n/ ! G,

U .i/=U .n/
�
! Gi :

PROOF. Immediate consequence of (4.1) and (4.2). 2

The upper numbering is defined so as to be compatible with the passage to the quotient
(whereas the lower numbering is compatible with passage to the subgroups).

PROPOSITION 4.4 Consider Galois extensionsM � L � K, and letG D Gal.M=K/ and
H D Gal.M=L/ (assumed normal) so that G=H D Gal.L=K/. Then

.G=H/v D Im.Gv ! G=H/;

i.e., .G=H/v D GvH=H .

PROOF. See Serre 1962, IV.3, Pptn 14. 2

Now consider an infinite Galois extension ˝=K. Using (4.4) we can define a filtration
on G D Gal.˝=K/:

� 2 Gv ” � 2 Gal.L=K/v; all L=K finite and Galois L � ˝:

DEFINITION 4.5 For a finite Galois extension L=K, v is called a jump in the filtration
fGvg if, for all " > 0, Gv ¤ GvC".

THEOREM 4.6 (HASSE-ARF) If L=K is abelian, then the jumps are integers, i.e., if Gi ¤
GiC1, then '.i/ 2 Z.
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PROOF. See Serre 1962, V.7. (The proof is fairly elementary, but complicated. It is does not
require that residue fields be finite, but only that the residue field extension be separable.)2

Thus, for a finite abelian extension L=K, the filtration on G0 D G0 is of the form

G0 ) Gi1 ) Gi2 : : : : ij 2 N:

Moreover Gn D f1g for n sufficiently large, and .Gij WGijC1/ divides q � 1 or q. For
an infinite abelian extension, the same statements hold, except that the filtration need not
terminate: we can only say that \

Gi D f1g:

EXAMPLE 4.7 Let L D K�;n. If Gi ¤ GiC1, then i D 0, q � 1; : : :, qn � 1, and at those
points ' takes the values 1; 2; 3; : : : ; n. Thus we have verified the Hasse-Arf theorem for
all these extensions, and, because of (4.4), all subextensions. In particular, we have shown
that the local Kronecker-Weber theorem implies the Hasse-Arf theorem.

The local Kronecker-Weber theorem

As usual, K is a local nonarchimedean field, and all extensions of K will be required to be
subfields of a fixed separable algebraic closure Kal of K.

THEOREM 4.8 For every prime element � of K,

K� �K
un
D Kab:

LEMMA 4.9 Let L be an abelian totally ramified extension of K. If L � K� , then L D
K� .

PROOF. Let G D Gal.L=K/ and H D Gal.L=K�/, so that G=H D Gal.K�=K/. Con-
sider the diagram (of abelian groups)

1 1 1

1 GnC1 \H GnC1 .G=H/nC1 1

1 Gn \H Gn .G=H/n 1

1
Gn \H

GnC1 \H

Gn

GnC1
.G=H/n

.G=H/nC1
1

1 1 1

The columns are obviously exact, and Proposition 4.4 shows that the top two rows are exact.
Therefore, the third row is exact (by the snake lemma, for example) and so

.GnWGnC1/ D ..G=H/nW .G=H/nC1/ .Gn \H WGnC1 \H/:

� q D q � 1 or q
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From this we deduce that Gn \H D GnC1 \H for all n. Thus

GnC1 \H D Gn \H D � � � D G0 \H D H;

i.e., H � GnC1 for all n. Since
T
Gn D 1, this shows that H D 1. 2

LEMMA 4.10 Every finite unramified extension of K� is contained in K� �Kun.

PROOF. Let L be an unramified extension of K� . Then L D K� � L0 for some unramified
extension L0 of K�;n for some n.3 Now apply (ANT, 7.58) to see that L0 D K�;n � L

00 for
some unramified extension L00 of K. 2

LEMMA 4.11 Let L be a finite abelian extension of K� of exponent m (i.e., �m D 1 all
� 2 Gal.L=K/), and let Km be the unramified extension of K� of degree m. Then there
exists a totally ramified abelian extension Lt of K� such that

L � Lt �Km D L �Km:

PROOF. For every � 2 Gal.LKm=K�/, �mjL D 1 D �mjKm, and so Gal.LKm=K�/ is
still abelian of exponent m. Let � 2 Gal.LKm=K�/ be such that � jKm is the Frobenius
automorphism. Then � has order m, and so

Gal.LKm=K/ D h�i �H (direct product).

for some subgroup H . Let Lt D Lh�i; then Lt is totally ramified over K and L � Km D
Lt �Km. 2

PROOF (OF THEOREM 4.8) Let L be a finite abelian extension ofK; we have to show that
L � K� � K

un. Lemma 4.11 applied to L � K� shows that there exists a totally ramified
extension Lt of K� and an unramified extension Lu of K� such that

L �K� � Lt � Lu:

Now (4.9) implies that Lt � K� and (4.10) implies that Lu � K� �Kun. 2

COROLLARY 4.12 Every finite abelian extension of Qp is contained in a cyclotomic ex-
tension.

EXAMPLE 4.13 A finite abelian extension L ofK need not be of the form Lt �Lu with Lt
totally ramified over K and Lu unramified over K. Consider:

Q5Œ�5; �624�

Q5Œ�5� L Q5Œ�624�

Q5

3The finite extension L ofK� is separable, so generated by an element � whose minimalK� -equation has
only finitely many coefficients. Since K� is union of the chain of subfields K�;n, one of these must contain all
the coefficients of your polynomial.
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The field Q5Œ�5� is totally ramified of degree 4 over Q5 with Galois group .Z=5/�,
which is cyclic of order 4. Note that 624 D 54� 1, and so Q5Œ�624� is unramified of degree
4 over Q5, and its Galois group is also cyclic. Clearly

Gal.Q5Œ�3120�=Q5/ D h�i � h�i;

where �
�.�624/ D �5624
�.�5/ D �5

�
�.�624/ D �624
�.�5/ D �25

:

Let L be the fixed field of h�2�i. Then L is a cyclic Galois extension of Q5 of degree
4. Its maximal unramified subfield

Lu D L \Q5Œ�624� D Q5Œ�624�h�
2i
D Q5Œ�25624�

which has degree 2 over Q5. If there existed field a Lt such that L D Lt � Lu, then
Gal.L=Q5/ would be the product of two cyclic groups of order 2, contradicting the fact
that it is cyclic.

We recover the fact that K� �Kun is independent of � without using Proposition 3.10.
However, this proposition is still required to show that �� is independent of � .

REMARK 4.14 The original Kronecker-Weber Theorem (proved by Hilbert in 1896 using
an analysis of the ramification groups after earlier incomplete proofs by Kronecker and
Weber) states that every finite abelian extension of Q is contained in a cyclotomic extension.
For Qp the same statement is called the Local Kronecker-Weber Theorem, and Theorem
4.8 is usually referred to as the Local Kronecker-Weber Theorem forK. It is in fact possible
to give an elementary proof of the Local Kronecker-Weber Theorem for Qp (see Cassels
1986, p 151).

REMARK 4.15 In Chapter III, we shall deduce the Local Kronecker-Weber Theorem from
Theorem 1.1 without making use of the Hasse-Arf theorem—this was the original approach
of Lubin and Tate. The above proof follows Gold 1981 and Lubin 1981 (apparently a similar
proof was found earlier by Leopoldt but not published). For a proof of the local Kronecker-
Weber theorem for local fields of characteristic zero that does not make use of the Hasse-Arf
theorem or cohomology, but which is more complicated than the above, see Rosen 1981. As
Iwasawa points out (1986, p. 115), once Proposition 4.4 and certain properties of the abelian
extensions K�;n=K are taken for granted, then the Local Kronecker-Weber Theorem for K
and the Hasse-Arf Theorem are essentially equivalent.

The global Kronecker-Weber theorem

Since it is now so easy, we might as well prove the original Kronecker-Weber theorem.

THEOREM 4.16 Every abelian extension of Q is contained in a cyclotomic extension.

LEMMA 4.17 Let K be a finite Galois extension of Q with Galois group G. Then G is
generated by the inertia groups of the prime ideals p of K that are ramified in the extension
K=Q.
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PROOF. Let H be the subgroup of G generated by the inertia groups, and let M be the
fixed field of H . Then KI.p/ �M for all prime ideals p of K, and so p \M is unramified
in the extension M=Q. Therefore M is an unramified extension of Q, and so equals Q (by
ANT, 4.9). 2

PROOF (OF THE KRONECKER-WEBER THEOREM) 4Let K be an abelian extension of Q.
Let p be a prime number, and let p be a prime ideal of OK lying over it. From the local
Kronecker-Weber theorem, Kp is contained in a cyclotomic extension of Qp, say Kp D

QpŒup; vp�, where up is a psp th root of 1 and vp is a root of 1 of order prime to p. Note
that sp depends only on p (not p) because Gal.Kp=Qp/ acts transitively on the primes lying
over p, and hence on the set of fields Kp.

Let L be the cyclotomic extension of Q generated by the psp th roots of 1 for all prime
numbers p ramified in K, and let K 0 D K � L. Then K 0 is again abelian over Q, and for
every prime p0 of K 0, we have

K 0p0 � QpŒup; wp�; .�/

where wp is a root of 1 of order prime to p. Clearly it suffices to prove the theorem withK
replaced with K 0, and so we can assume K � L.

We now have

ŒKWQ� � ŒLWQ� D
Y
p

'.psp / (product over p ramifying in K/:

Since the Galois group G of K=Q is commutative, the inertia group I.p/ depends only on
the underlying prime p, and so we denote it I.p/. From (*) we have

.I.p/W 1/ � '.psp /

because I.p/ is a quotient of the corresponding group for QpŒup; wp�. By (4.17), G is
generated by the groups I.p/, and so there is a surjective map

Q
I.p/! G; thus

.GW 1/ �
Y
p

.I.p/W 1/ �
Y

'.psp /:

But .GW 1/ D ŒKWQ� and so we have equality everywhere, and K D L. 2

REMARK 4.18 At this point, it is not too difficult to complete the proofs of main theorems
of global class field theory (see the Introduction) in the case K D Q. From the fact that L
is contained in a cyclotomic extension we deduce that the Artin map �L=Q has a modulus.
Now use Dirichlet’s theorem on the density of primes in arithmetic progressions to show
that 'L=Q is surjective. We know that Nm.ISL / is contained in the kernel, and so the only
thing that is lacking at this point is that

.ISK WNm I
S
L � i.Km;1// � ŒLWQ�:

This is the first inequality, which is not difficult by analytic methods (see Janusz 1996, IV,
5.6). Once one has that, the existence theorem follows from the fact that QŒ�m� has modulus
.m/1.

4Following Cassels 1986, p. 236.
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Notes

The original source for the theory of Lubin-Tate extensions is Lubin and Tate 1965. The
theory is also treated in Serre 1967a, Iwasawa 1986, and Fesenko and Vostokov 1993.

Where did it all come from?

We have seen that the Lubin-Tate formal group laws provide a remarkably simple solution
to an apparently very complicated problem, that of giving explicit generators for the largest
abelian extension of a local field and describing how the Galois group acts on them. The
only mystery is how anyone ever thought of them. The following speculations may help.

That such a theory might exist was suggested by the theory of complex multiplication
of elliptic curves. Here one shows that, for a quadratic imaginary number field K, there
exists an elliptic curve E, unique up to isogeny, having OK as its endomorphism ring. For
every n, the points of order dividing n on E form a cyclic OK-module, and it is this fact
that allows one to prove that adjoining their coordinates gives an abelian extension.

In seeking an analogous theory for local fields, it is natural to replace the algebraic group
E by the local analogue, namely, by a formal group law. Thus we seek a formal group law
whose endomorphism ring is so large that its torsion points form a cyclic module. The ob-
vious candidate for the endomorphism ring is again the ring of integers OK in K. Initially,
it is natural to ask only that the formal group admit an endomorphism corresponding to a
prime element � of OK . Considerations of the heights of formal group laws together with
the desire for the torsion points to form a cyclic module suggest that this endomorphism
should be given by a power series f .T / such that f .T / � T q mod m. Moreover, since we
truly want the formal group to depend on the choice of � (because the extension K� we
wish to construct does), it is natural to require that f .T / D �T C � � � . Thus, we are led to
the set F� , and once we have that, the theory follows naturally.

Actually, the true story is more interesting — see below.

LUBIN MO220796

Since I had read and enjoyed Lazard’s paper on one-dimensional formal group (laws),
which dealt with the case of a base field of characteristic p, I decided to look at formal
groups over p-adic rings. For whatever reason, I wanted to know about the endomorphism
rings of these things, and gradually recognized the similarity between, on the one hand, the
case of elliptic curves and their supersingular reduction mod p, when that phenomenon did
occur, and, on the other hand, formal groups over p-adic integer rings of higher height than
1.

I had taken, or sat in on, Tate’s first course on Arithmetic on Elliptic Curves, and was
primed for all of this. In addition, I was aware of Weierstrass Preparation, and the power it
gave to anyone who wielded it. And in the attempt to prove a certain result for my thesis, I
had thought of looking at the torsion points on a formal group, and I suppose it was clear to
me that they formed a module over the endomorphism ring. Please note that it was not my
idea at all to use them as a representation module for the Galois group.

But Tate was looking over my shoulder at all times, and no doubt he saw all sorts of
things that I was not considering. At the time of submission of my thesis, I did not have a
construction of formal groups of height h with endomorphism ring o equal to the integers
of a local field k of degree h over Qp. Only for the unramified case, and I used extremely
tiresome degree-by-degree methods based on the techniques of Lazard. Some while after
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my thesis, I was on a bus from Brunswick to Boston, and found not only that I could
construct formal groups in all cases that had this maximal endomorphism structure, but that
one of them could take the polynomial form �x C xq . Tate told me that when he saw
this, Everything Fell Into Place. The result was the wonderful and beautiful first Lemma
in our paper, for which I can claim absolutely no responsibility. My recollection, always
undependable, is that the rest of the paper came together fairly rapidly. Remember that Tate
was already a master of all aspects of Class Field Theory. But if the endomorphism ring of
your formal group is o and the Tate module of the formal group is a rank-one module over
this endomorphism ring, can the isomorphism between the Galois group of k.F Œp1�/ over
k and the subgroup o� � k� fail to make you think of the reciprocity map?

TATE, LETTER TO SERRE JANUARY 10, 1964; COLLECTED WORKS, L8

[From Lubin’s results] we get a homomorphism GK ! UK = units in K. Restricting
this to the inertia group GKun we get a homomorphism GKun ! UK , which is probably
canonical by the unicity remarks above, and which it is impossible to doubt is in fact the
reciprocity law isomorphism (or its negative!). . . The miracle seems to be that once one
abandons algebraic groups, and goes to formal groups, the theory of complex multiplication
applies universally (locally).

A Appendix: Infinite Galois Theory and Inverse Limits

We review two topics required for this chapter (see also FT, Chapter 7).

Galois theory for infinite extensions

Fix a field K.

DEFINITION A.1 A field˝ � K (not necessarily of finite degree) is said to be Galois over
K if

(a) it is algebraic and separable over K, i.e., every element of ˝ is a simple root of a
polynomial with coefficients in K;

(b) it is normal over K, i.e., every irreducible polynomial with coefficients in K having
a root in ˝ splits in ˝ŒX�.

PROPOSITION A.2 A field ˝ is Galois over K if and only if it is a union of finite Galois
extensions of K.

PROOF. Suppose ˝ is Galois over K. For every ˛ 2 ˝, the splitting field in ˝ of the
minimal polynomial of ˛ over K is a finite Galois extension of K, and ˝ is the union of
such fields. Conversely, if ˝ is a union of finite Galois extensions of K, then it is algebraic
and separable over K. Moreover, if f .X/ 2 KŒX� has a root in ˝, then it has a root in
some finite Galois subextension E of ˝, and therefore splits in EŒX�. 2

If ˝ is a Galois extension of K, then the Galois group Gal.˝=K/ is defined to be the
group of automorphisms of ˝ fixing the elements of K, endowed with the topology for
which the sets

Gal.˝=E/; ˝ � E � K; ŒEWK� <1
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form a fundamental system of neighbourhoods of 1. This means that two elements of
Gal.˝=K/ are close if they agree on some “large” field E, ˝ � E � K, ŒEWK� <1.

PROPOSITION A.3 The group Gal.˝=K/ is compact and Hausdorff.

PROOF. Consider the map

� 7! � jEWGal.˝=K/ �!
Y

Gal.E=K/;

where the product runs over all E � ˝ with E finite and Galois over K. Proposition
A.2 implies that the map is injective. When we endow each group Gal.E=K/ with the
discrete topology, and the product with the product topology, then the topology induced on
Gal.˝=K/ is the above topology. I claim that the image is closed. The image is equal to
the set of families .�E /E such that �E 0 jE D �E whenever E 0 � E. Suppose that .�E / is
not in the image. Then there exists a pair of fields E2 � E1 such that �E2 jE1 ¤ �E1 . Let

U D
Y

E¤E1;E2

Gal.E=K/ � f�E2g � f�E1g

This is an open neighbourhood of .�E /E , and U \ Im.Gal.˝=K// D ;. 2

The topology on Gal.˝=K/ is discrete if and only if ˝ is a finite extension of K.

THEOREM A.4 Let ˝ be a (possibly infinite) Galois extension of K with Galois group
G. Then there is a one-to-one correspondence between the subfields of ˝ and the closed
subgroups of G. More precisely:

(a) For a subfield E of ˝, H def
D Gal.˝=E/ is a closed subgroup of G, and E D ˝H .

(b) If H is a subgroup of G, then Gal.˝=˝H / is the closure of H in Gal.˝=K/.

Moreover, the normal closed subgroups ofG correspond to the Galois extensions ofK, and
the open subgroups of G correspond to the finite extensions of K.

PROOF. Let E � ˝ be a finite extension of K. Because every K-homomorphism E !

˝ extends to ˝, the map � 7! � j˝WGal.˝=K/ ! HomK.E;˝/ is surjective, and so
induces a bijection

Gal.˝=K/=Gal.˝=E/! HomK.E;˝/:

This shows that Gal.˝=E/ is of finite index ŒE W K� in Gal.˝=E/. Because it is open (by
definition), it is also closed (its complement is a finite union of open cosets).

Let E � ˝ be an arbitrary extension of K. Then E D
S
Ei , where the Ei run over

the finite extensions of K contained in E. Correspondingly, Gal.˝=E/ D
T

Gal.˝=Ei /,
which is therefore closed. Moreover, if ˛ 2 ˝ is not fixed by Gal.˝=E/, then it is not
fixed by any Gal.˝=Ei /, and so does not lie in E. Thus E D ˝Gal.˝=E/.

Let H be a subgroup of Gal.˝=K/, and let H 0 D Gal.˝=˝H /. It follows from the
Galois theory of finite extensions that, for every open subgroup U of Gal.˝=K/, UH D
UH 0, and it follows from the theory of topological groups, the closure of H is

T
UH

(intersection over the open subgroups U of Gal.˝=K/), and so NH D
T
UH D

T
UH 0 D

H 0. 2
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EXAMPLE A.5 (a) Endow Z with the topology for which the subgroups of finite index
form a fundamental system of neighbourhoods, and let OZ be the completion. Then OZ DQ
` prime Z`, and OZ=m OZ D Z=mZ for every m. Let F be the algebraic closure of Fq . There

is a canonical isomorphism
OZ! Gal.F=Fq/

sending 1 2 OZ to the automorphism x 7! xq . The extension of Fq of degreem corresponds
to the subgroup m OZ of OZ. Let � be the automorphism of F=Fq such that �.x/ D xq . For
˛ 2 OZ, define �˛ to be the element of Gal.F=Fq/ such that, for eachm, �˛jFqm D �ajFqm
for every a 2 Z sufficiently close to ˛ (depending on m). The above isomorphism sends
˛ to �˛. (For a detailed description of OZ and the isomorphism OZ! Gal.F=Fq/, see Artin
1951, 9.2.)

(b) Let ˝p D
S
r QŒ�pr �, where �pr is a primitive pr th root of 1. For u 2 Z�p , write

u D a0 C a1p C a2p
2 C � � � ; 0 � ai � p � 1, and define

�upr D �
a0Ca1pC���Casp

s

pr , every s � r � 1:

This defines an action of Z�p on ˝p, and in fact an isomorphism of topological groups

Z�p ! Gal.˝p=Q/:

(c) Let ˝ D
S

QŒ�n�, where n is a primitive nth root of 1. Then

˝ D ˝2 �˝3 �˝5 � � � ; ˝p \˝p0 D Q; p ¤ p0:

Just as in the case of a finite number of finite Galois extensions, this implies that

Gal.˝=Q/ D
Y

Gal.˝p=Q/

(topological product of closed subgroups). Thus there is an isomorphism
OZ� ! Gal.˝=Q/:

It can be described as follows: if � is an nth root of 1 and u 2 OZ�, then

�u D �m for any m 2 Z with m � u mod n:

(d) Let ˝p D
S

QŒ�pr �, as in (b). Then

Z�p ' �p � Cp;

where �p ' .Z=.p//� � Z=.p � 1/ for p ¤ 2 and �2 D Z=2Z, and Cp � Zp. Let
˝ 0p D ˝

�p
p . Then Gal.˝ 0p=Qp/ � Zp. Let

˝ 0 D ˝ 02 �˝
0
3 � � �

(composite inside Qal). Then Gal.˝ 0=Q/ �
Q

Zp ' OZ.
(e) For every finite extensionK of Q,K�˝ 0 is a Galois extension ofK with Galois group

isomorphic to a subgroup of finite index in OZ. But every such subgroup is again isomorphic
to OZ (because it is again the completion of a subgroup of Z of finite index). Therefore
Gal.K �˝ 0=K/ � OZ. If we fix an isomorphism, and let Km be the field corresponding to
m OZ, then we see that:

(a) Km is cyclic of degree m;
(b) Km is cyclotomic, i.e., contained in an extension of K obtained by adjoining roots

of 1.

REMARK A.6 In general, there may exist subgroups of finite index in Gal.˝=K/ which
are not open, even when K D Q (see FT, 7.26).
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Inverse limits

A partially ordered set .I;�/ is said to be directed if, for any ˛; ˇ 2 I , there exists a 
 2 I
such that ˛; ˇ � 
 . For example, the set of positive integers ordered by divisibility,

m � n ” mjn,

is directed.
An inverse system (or projective system) of sets is a family .S˛/˛2I of sets indexed by

a directed set I together with, for each pair ˛ � ˇ, a map '˛;ˇ WSˇ ! S˛ such that

(a) for all ˛ 2 I , '˛;˛ is the identity map;

(b) for all ˛ � ˇ � 
 in I , '˛;ˇ ı 'ˇ;
 D '˛;
 .

A set S together with, for each ˛ 2 I , a map '˛WS ! S˛ such that '˛ D '˛;ˇ ı 'ˇ
is said to be the inverse limit (or projective limit) of the inverse system .S˛/, .'˛;ˇ / if it
satisfies the obvious universal property.

Every inverse system of sets, groups, or rings has an inverse limit. For example, OZ D
lim
 �

Z=mZ.

EXAMPLE A.7 The completion OR of a discrete valuation ring R is canonically isomorphic
to lim
 �

R=mn, where m is the maximal ideal in R.

The profinite completion of a groupG is defined to be lim
 �

G=H , whereH runs through
the normal subgroups of finite index in G.

PROPOSITION A.8 The inverse limit of an inverse system of exact sequences of finite
abelian groups is again exact.

REMARK A.9 The Galois group Gal.˝=K/ is the projective limit of the groups Gal.E=K/,
whereE runs over the subfields of˝ that are finite and Galois overK. A topological group
that is a projective limit of finite groups is called a profinite group. They are precisely the
compact totally disconnected topological groups. (A topological space is totally discon-
nected if its connected components are the one-point subsets.) See Serre 1964 or Shatz
1972.





Chapter II

The Cohomology of Groups

We take a respite from number theory and do some homological algebra. In an appendix to
the chapter, we review the general theory of derived functors.

1 Cohomology

The category of G-modules

Let G be a group. A G-module is an abelian group M together with a map

.g;m/ 7! gmWG �M �!M

such that, for all g; g0 2 G, m;m0 2M ,

(a) g.mCm0/ D gmC gm0;

(b) .gg0/.m/ D g.g0m/, 1m D m.

Equivalently, a G-module is an abelian group M together with a homomorphism of groups
G ! Aut.M/. We also say that G acts on M , and we say that the action is trivial if
gm D m for all g 2 G and m 2M .

A homomorphism of G-modules (or a G-homomorphism) is a map ˛WM ! N such
that

(a) ˛.mCm0/ D ˛.m/C ˛.m0/ (i.e., ˛ is a homomorphism of abelian groups);

(b) ˛.gm/ D g.˛.m// for all g 2 G, m 2M .

We write HomG.M;N / for the set of G-homomorphisms M ! N .

REMARK 1.1 The group algebra ZŒG� of G is the free abelian group with basis the ele-
ments of G and with the multiplication provided by the group law on G. Thus the elements
of ZŒG� are the finite sums X

i
nigi ; ni 2 Z; gi 2 G;

and �X
i
nigi

� �X
j
n0jg

0
j

�
D

X
i;j
nin
0
j .gig

0
j /:

AG-module structure on an abelian groupM extends uniquely to a ZŒG�-module structure,
and a homomorphism of abelian groups is a homomorphism of G-modules if and only if

57
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it is a homomorphism of ZŒG�-modules. Thus the category ModG of G-modules can be
identified with the category of modules over the ring ZŒG�. In particular, ModG is an abelian
category.

If M and N are G-modules, then the set Hom.M;N / of homomorphisms 'WM ! N

(M and N regarded only as abelian groups) becomes a G-module with the structures

.' C '0/.m/ D '.m/C '0.m/

.g'/.m/ D g.'.g�1m//: (11)

Induced modules

For anH -moduleM , we define IndGH .M/ to be the set of maps (not necessarily homomor-
phisms) 'WG ! M such that '.hg/ D h'.g/ for all h 2 H . Then IndGH .M/ becomes a
G-module with the operations

.' C '0/.x/ D '.x/C '0.x/

.g'/.x/ D '.xg/: (12)

A homomorphism ˛WM !M 0 of H -modules defines a homomorphism

' 7! ˛ ı 'W IndGH .M/! IndGH .M
0/

of G-modules.

LEMMA 1.2 (a) For every G-module M and H -module N ,

HomG.M; Ind
G
H .N // ' HomH .M;N /:

(b) The functor
IndGH WModH ! ModG

is exact.

PROOF. (a) Given a G-homomorphism ˛WM ! IndGH .N /, we define a map ˇWM ! N

by the rule
ˇ.m/ D ˛.m/.1G/;

where 1G is the identity element in G. For every g 2 G,

ˇ.gm/
def
D .˛.gm//.1G/ D .g.˛.m///.1G/

.12/
D ˛.m/.g/:

Because ˛.m/ 2 IndGH .N /, when g 2 H , ˛.m/.g/ D g.˛.m/.1G// D g.ˇ.m//. There-
fore, ˇ is an H -homomorphism M ! N .

Conversely, given an H -homomorphism ˇWM ! N , we define ˛ to be the map M !
IndGH .N / such that ˛.m/.g/ D ˇ.gm/. Then ˛ is a G-homomorphism.

Since the maps ˛ 7! ˇ and ˇ 7! ˛ are inverse, both are isomorphisms.
(b) Given an exact sequence

0!M ! N ! P ! 0;
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we have to prove that

0! IndGH M ! IndGH N ! IndGH P ! 0

is exact. This is obvious except at the last position. Let S be a set of right coset represen-
tatives for H in G, so that G D

S
s2S Hs, and let ' 2 IndGH .P /. For each s 2 S , choose

an n.s/ 2 N mapping to '.s/ in P , and define Q'.hs/ D h � n.s/. Then Q' 2 IndGH .N / and
maps to '. 2

Let � be the map IndGH .N / ! N , ' 7! '.1G/; this is an H -homomorphism, and the
lemma shows that .IndGH .N /; �/ has the following universal property:

for any H -homomorphism ˇWM ! N from a
G-module M to N , there exists a unique G-
homomorphism ˛WM ! IndGH .N / such that
� ı ˛ D ˇ.

M

IndGH .N / N

ˇ

H -map

�

H -map

G-map ˛

When H D f1g, an H -module is just an abelian group. In this case, we drop the H
from the notation IndGH . Thus

IndG.M0/ D f'WG !M0g . maps, not necessarily homomorphisms)

D Hom.ZŒG�;M0/ . homomorphisms of abelian groups/:

A G-module is said to be induced if it isomorphic to IndG.M0/ for some abelian group
M0.

REMARK 1.3 Let G be a finite group.

(a) A G-moduleM is induced if and only if there exists an abelian groupM0 �M such
that

M D
M

g2G
gM0 (direct sum of abelian groups),

in which case there is an isomorphism of G-modules

' 7!
X
g2G

g ˝ '.g�1/W IndG.M0/! ZŒG�˝Z M0:

Here ZŒG�˝Z M0 is endowed with the G-structure such that

g.z ˝m/ D gz ˝m:

(b) Let H be a subgroup of G. An induced G-module is also induced when considered
as anH -module: let S be a set of right coset representatives forH in G, so that G DS
s2S Hs; if M D

L
g2G gM0, then M D

L
h2H hM1 with M1 D

L
s2S sM0.

(c) Let M be a G-module, and let M0 be M regarded as an abelian group. Then

� W IndG.M0/!M; ' 7!
X
g2G

g'.g�1/

is a surjective homomorphism of G-modules. It corresponds to the map

ZŒG�˝M0 !M;
�X

ngg
�
˝m 7!

X
nggm:
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REMARK 1.4 Let M and N be G-modules. Then the rule

g.m˝ n/ D gm˝ gn

defines a G-module structure on M ˝Z N . Let M0 be M regarded as an abelian group.
Then ZŒG�˝Z M D ZŒG�˝Z M0 as abelian groups, but their G-module structures do not
correspond. However, one checks easily that the map ZŒG�˝ZM0 ! ZŒG�˝ZM sending
g ˝m to g ˝ gm is an isomorphism of G-modules.

Injective G-modules

A G-module I is said to be injective if every G-homomorphism from a submodule of a
G-module extends to the whole module, or, equivalently, if HomG.�; I / is an exact functor.

PROPOSITION 1.5 The category ModG has enough injectives, i.e., everyG-moduleM can
be embedded into an injective G-module, M ,! I .

PROOF. When G D f1g, so that ModG is the category of abelian groups, this is proved in
the Appendix (A.4). Now let M be a G-module, and let M0 be M regarded as an abelian
group. We can embed M0 into an injective abelian group, say, M0 ,! I . On applying
the functor IndG , we obtain an inclusion IndG.M0/ ,! IndG.I / of G-modules. There
is an inclusion of G-modules M ,! IndG.M0/ sending m to the function g 7! gm. On
composing these maps, we obtain an injective homomorphism M ,! IndG.I /, and so it
remains to show that IndG.I / is an injective G-module, but the natural isomorphism

HomModG .M; Ind
G.I // ' HomAb.M; I /

shows that HomModG .�; Ind
G.I // is exact. 2

Definition of the cohomology groups

For a G-module M , define

MG
D fm 2M j gm D m all g 2 Gg:

The functor
M 7!MG

WModG �! Ab

is left exact, i.e., if
0 �!M 0 �!M �!M 00 �! 0

is exact, then
0 �!M 0G !MG

!M 00G

is exact. This can be checked directly, or by observing that .�/G is isomorphic to the left
exact functor HomG.Z;�/.

Since the category of G-modules has enough injectives, we can apply the theory of
derived functors (see the appendix to this chapter) to this situation.

Let M be a G-module, and choose an injective resolution

0!M ! I 0
d0

��! I 1
d1

��! I 2
d2

��! � � �



1. Cohomology 61

of M . The complex

0
d�1

���! .I 0/G
d0

��! .I 1/G ! � � �
dr�1

���! .I r/G
dr

��! .I rC1/G ! � � �

need no longer be exact, and we define the r th cohomology group of G with coefficients
in M to be

H r.G;M/ D
Ker.d r/

Im.d r�1/
:

These groups have the following basic properties.

1.6 The zeroth group H 0.G;M/ DMG , because

0!MG
! I 0G

d0

��! I 1G

is exact, and H 0.G;M/
def
D

Ker.d0/
Im.d�1/

D Ker.d0/.

1.7 If I is an injective G-module, then H r.G; I / D 0 for all r > 0, because

0! I ! I ! 0! � � �

is an injective resolution of I .

1.8 Let M ! I � and N ! J � be injective resolutions of the G-modules M and N . Any
homomorphism ˛WM ! N of G-modules extends to a map of complexes

M I �

N J �;

˛ ˛�

and the homomorphisms
H r.˛�/WH r.I �/! H r.J �/

are independent of the choice of ˛�. On applying this statement to the identity map idWM !
M , we find that the groups H r.G;M/ are well-defined up to a well-defined isomorphism.
The statement for a general ˛ then shows that M 7! H r.G;M/ is a functor from the
category of G-modules to the category of abelian groups.

1.9 A short exact sequence

0!M 0 !M !M 00 ! 0

of G-modules gives rise to a long exact sequence

0! H 0.G;M 0/! � � � ! H r.G;M/! H r.G;M 00/
ır

�! H rC1.G;M 0/! � � �

Moreover, the association

short exact sequence 7! long exact sequence

is functorial, i.e., a morphism of short exact sequences induces a morphism of long exact
sequences (see A.11).

REMARK 1.10 The family of functors .H r.G; �//r�0 and coboundary maps ır are uniquely
determined by the properties (1.6, 1.7, 1.9).
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Shapiro’s lemma

Let M be a G-module, and regard Z as a G-module with the trivial action: gm D m for
all g 2 G, m 2 Z. A homomorphism ˛WZ ! M is uniquely determined by ˛.1/, and
m 2M is the image of 1 under a G-homomorphism Z!M if and only if it is fixed by G.
Therefore

HomG.Z;M/ 'MG : (13)

PROPOSITION 1.11 (SHAPIRO’S LEMMA) Let H be a subgroup of G. For every H -
module N , there is a canonical isomorphism

H r.G; IndGH .N //! H r.H;N /

for all r � 0.

PROOF. For r D 0, the isomorphism is the composite

NH
.13/
' HomH .Z; N /

.1:2/
' HomG.Z; IndGH .N //

.13/
' IndGH .N /

G : (14)

Now choose an injective resolution N ! I � of N . On applying the functor IndGH , we
obtain an injective resolution IndGH .N /! IndGH .I

�/ of the G-module IndGH .N / because
the functor IndGH is exact (1.2) and preserves injectives (proof of 1.5). Hence

H r.G; IndGH .N // D H
r..IndGH .I

�//G/
.14/
' H r.I �H / D H r.H;N /: 2

COROLLARY 1.12 If M is an induced G-module, then H r.G;M/ D 0 for r > 0.

PROOF. If M D IndG.M0/, then

H r.G;M/ ' H r.f1g;M0/ D 0 for r > 0: 2

REMARK 1.13 Consider an exact sequence

0!M ! J ! N ! 0

of G-modules. If H r.G; J / D 0 for all r > 0, then the cohomology sequence becomes the
exact sequence

0!MG
! JG ! NG

! H 1.G;M/! 0

and the collection of isomorphisms

H r.G;N /
�
�! H rC1.G;M/; r � 1:

For example, let M be a G-module, and let M� be the induced module IndG.M0/,
where M0 is M regarded as an abelian group. As we noted in the proof of (1.5), M can be
identified with the G-submodule of M� consisting of maps of the form g 7! gm, m 2 M .
Let M� DM�=M . On applying the above remark to the sequence

0!M !M� !M� ! 0 (15)
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we find that
H r.G;M�/ ' H

rC1.G;M/; all r � 1:

More generally, an exact sequence

0!M ! J 1 ! � � � ! J s ! N ! 0

such that H r.G; J i / D 0 for all r; i > 0, defines isomorphisms

H r.G;N /
'
�! H rCs.G;M/; all r � 1:

To prove this, break the sequence up into short exact sequences

0!M ! J 1 ! N 1 ! 0

0! N 1 ! J 2 ! N 2 ! 0

� � �

0! N s�1 ! J s ! N ! 0

and note that we have isomorphisms

H r.G;N / ' H rC1.G;N s�1/ ' H rC2.G;N s�2/ ' � � � :

REMARK 1.14 Let

0!M
"
�! J 0

d0

��! J 1
d1

��! J 2 ! � � �

be an exact sequence such that H s.G; J r/ D 0 for all s > 0 and all r . Then

H r.G;M/ D H r. J �G/:

This remark applies to every resolution of M by induced modules.

Description of the cohomology groups by means of cochains

Let Pr , r � 0, be the free Z-module with basis the .r C 1/-tuples .g0; : : : ; gr/ of elements
of G, endowed the action of G such that

g.g0; : : : ; gr/ D .gg0; : : : ; ggr/:

Note that Pr is also free as a ZŒG�-module, with basis f.1; g1; : : : ; gr/ j gi 2 Gg. Define a
homomorphism dr WPr ! Pr�1 by the rule

dr.g0; : : : ; gr/ D

rX
iD0

.�1/i .g0; : : : ; Ogi ; : : : ; gr/;

where the symbol O� means that � is omitted. Let P� be

� � � ! Pr
dr
�! Pr�1 ! � � � ! P0

One checks easily that dr�1 ı dr D 0, and so this is a complex. Let " be the map P0 ! Z
sending each basis element to 1.

LEMMA 1.15 The complex P�
"
�! Z! 0 is exact.
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PROOF. Choose an element o 2 G, and define kr WPr ! PrC1 by

kr.g0; : : : ; gr/ D .o; g0; : : : ; gr/:

One checks easily that drC1 ı kr C kr�1 ı dr D 1. Hence, if dr.x/ D 0, then x D
drC1.kr.x//. 2

PROPOSITION 1.16 For every G-module M ,

H r.G;M/ ' H r.HomG.P�;M//:

PROOF. This follows from the fact that P� ! Z is a projective resolution of Z — see
Example A.14. 2

An element of Hom.Pr ;M/ can be identified with a function 'WGrC1 !M , and ' is
fixed by G if and only if

'.gg0; : : : ; ggr/ D g.'.g0; : : : ; gr// all g; g0; : : : ; gr 2 G:

Thus HomG.Pr ;M/ can be identified with the set QC r.G;M/ of '’s satisfying this condi-
tion. Such ' are called homogeneous r-cochains of G with values in M . The boundary
map Qd r W QC r.G;M/! QC rC1.G;M/ induced by drC1 is

. Qd r'/.g0; : : : ; grC1/ D
X

.�1/i'.g0; : : : ; Ogi ; : : : ; grC1/:

Proposition 1.16 says that

H r.G;M/ '
Ker. Qd r/

Im. Qd r�1/
:

A homogenous cochain 'WGrC1 ! M is determined by its values on the elements
.1; g1; g1g2; : : : ; g1 : : : gr/. We are therefore led to introduce the group C r.G;M/ of in-
homogeneous r-cochains of G with values in M consisting of all maps 'WGr ! M . We
set G0 D f1g, so that C 0.G;M/ DM . Define

d r WC r.G;M/! C rC1.G;M/;

by .d r'/.g1; � � � ; grC1/ D

g1'.g2; : : : ; grC1/C

rX
jD1

.�1/j'.g1; : : : ; gjgjC1; : : : ; grC1/C .�1/
rC1'.g1; : : : ; gr/:

Define
Zr.G;M/ D Ker.d r/ (group of r-cocycles)

and
Br.G;M/ D Im.d r�1/ (group of r-coboundaries):

PROPOSITION 1.17 The sequence of maps

C 0.G;M/
d0

��! C 1.G;M/
d1

��! � � �
dr�1

���! C r.G;M/
dr

��! C rC1.G;M/! � � �

is a complex, i.e., d r ı d r�1 D 0, and there is a canonical isomorphism

H r.G;M/ '
Zr.G;M/

Br.G;M/
:
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PROOF. For ' 2 QC r.G;M/, define

'0.g1; : : : ; gr/ D '.1; g1; g1g2; : : : ; g1 � � �gr/:

Then ' 7! '0 is a bijection QC r.G;M/ ! C r.G;M/ transforming the boundary maps in
QC �.G;M/ into the boundary maps in C �.G;M/. 2

EXAMPLE 1.18 (a) A map 'WG !M is a crossed homomorphism if

'.��/ D �'.�/C '.�/, all �; � 2 G:

Notice that the condition implies that, for e the identity element of G,

'.e/ D '.ee/ D e'.e/C '.e/ D 2'.e/

and so '.e/ D 0. For every m 2M , the map � 7! �m �m is a crossed homomorphism—
called a principal crossed homomorphism. According to the proposition

H 1.G;M/ D
f crossed homomorphisms G !M g

f principal crossed homomorphismsg
:

If the action of G on M is trivial, then a crossed homomorphism is a homomorphism, and
the principal crossed homomorphisms are zero. Thus, in this case,

H 1.G;M/ ' Hom.G;M/: (16)

(b) Let M be an abelian group (with the law of composition written as multiplication).
An extension of G by M is an exact sequence of groups

1!M ! E
�
�! G ! 1:

We set
�m D s.�/ �m � s.�/�1; � 2 G, m 2M;

where s.�/ is any element of E mapping to � . Because M is commutative, �m depends
only on � , and this defines an action of G on M . Note that

s.�/ �m D �m � s.�/; all � 2 G; m 2M:

Now choose a section s to � , i.e., a map (not necessarily a homomorphism) sWG ! E such
that � ı s D id. Then s.�/s.� 0/ and s.�� 0/ both map to �� 0 2 G, and so they differ by an
element '.�; � 0/ 2M :

s.�/s.� 0/ D '.�; � 0/ � s.�� 0/:

From
s.�/.s.� 0/s.� 00// D .s.�/s.� 0//s.� 00/

we deduce that
�'.� 0; � 00/ � '.�; � 0� 00/ D '.�; � 0/ � '.�� 0; � 00/;

i.e., that ' 2 Z2.G;M/. If s is replaced by a different section, ' is replaced by a cohomol-
ogous cocycle, and so the class of ' in H 2.G;M/ is independent of the choice of s. Every
such ' arises from an extension. In this way, H 2.G;M/ classifies the isomorphism classes
of extensions of G by M with a fixed action of G on M .
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REMARK 1.19 Let G be a group, and letM be a G-module. Form 2M , let 'mWG !M

be the constant map � 7! m. Then

.d1'm/.�; �/ D �m �mCm D �m:

In particular, .d1'm/.1; 1/ D m. Therefore, every class in H 2.G;M/ is represented by a
2-cocycle ' with '.1; 1/ D 0. Such a 2-cocycle is said to be normalized.

EXAMPLE 1.20 Let 'WG !M be a crossed homomorphism. For every � 2 G,

'.�2/ D �'.�/C '.�/

'.�3/ D '.� � �2/ D �2'.�/C �'.�/C '.�/

� � �

'.�f / D �f �1'.�/C � � � C �'.�/C '.�/:

Thus, if G is a cyclic group of order f generated by � , then a crossed homomorphism ' is
determined by its value, m say, on � , and m satisfies the equation

�f �1mC � � � C �mCm D 0: (17)

Conversely, if m 2 M satisfies (17), then the formulas '.� i / D � i�1mC � � � C �mC m

define a crossed homomorphism 'WG !M , and

' is principal ” m D �x � x for some x 2M:

Define maps

NmG WM !M; m 7!
P
�2G �m

� � 1WM !M; m 7! �m �m:

Then, for a cyclic group G of finite order, we have shown that the choice of a generator �
for G determines an isomorphism

' 7! '.�/WH 1.G;M/!
Ker.NmG/

.� � 1/M
:

REMARK 1.21 Let
0!M ! N ! P ! 0

be an exact sequence of G-modules. The boundary map

ır WH r.G; P /! H rC1.G;M/

has the following description: let 
 2 H r.G; P / be represented by the r-cocycle 'WGr !
P ; because N maps onto P , there exists an r-cochain Q'WGr ! N lifting '; because
d' D 0, d Q' takes values in M — it is the cocycle representing ır
 .
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The cohomology of L and L�

Let L be a finite Galois extension of the field K, and let G D Gal.L=K/. Then both L
(regarded as a group under addition) and L� are G-modules.

PROPOSITION 1.22 Let L=K be a finite Galois extension with Galois group G. Then
H 1.G;L�/ D 0:

PROOF. Let 'WG ! L� be a crossed homomorphism. In multiplicative notation, this
means that

'.��/ D �'.�/ � '.�/; �; � 2 G;

and we have to find a c 2 L� such that '.�/ D �c=c. For a 2 L�, let

b D
X
�2G

'.�/ � �a:

Suppose b ¤ 0. Then

�b D
X
�

�'.�/ � ��a D
X
�

'.�/�1'.��/��a D '.�/�1b:

Hence
'.�/ D b=�b D �.b�1/=b�1;

which shows that ' is principal.
It remains to show that there exists an a for which b ¤ 0. Recall (FT, 5.14, Dedekind’s

theorem on the independence of characters):
Let L be a field and H a group; then every finite set ffig of distinct homomor-
phisms H ! L� is linearly independent over L, i.e.,X

aifi .˛/ D 0 all ˛ 2 H ) a1 D a2 D � � � D an D 0:

When we apply this to the homomorphisms � WL� ! L�, � 2 G, we find that
P
� '.�/�

is not the zero map, and so there exists an a for which b ¤ 0. 2

COROLLARY 1.23 Let L=K be a cyclic extension, and let � generate Gal.L=K/. If
NmL=K a D 1, then a is of the form �b

b
.

PROOF. We have 0 D H 1.G;L�/ D Ker.NmG/=.� � 1/L
�. 2

Corollary 1.23 occurs as Satz 90 of Hilbert’s book, Die Theorie der algebraischen
Zahlkörper, 1894/95, and Theorem 1.22 is Emmy Noether’s generalization. Both are usu-
ally referred to as Hilbert’s Theorem 90.

PROPOSITION 1.24 Let L=K be a finite Galois extension with Galois group G. Then
H r.G;L/ D 0 for all r > 0.

PROOF. Recall (FT, 5.18, Normal Basis Theorem):
There exists an ˛ 2 L such that f�˛ j � 2 Gg is a basis for L as a K-vector
space. (A basis of this form is said to be normal.)

A normal basis .�˛/�2G defines an isomorphism of G-modulesX
�2G

a�� 7!
X

�2G
a��˛WKŒG�! L.

But KŒG� D IndG
f1gK, and so H r.G;L/ ' H r.f1g; K/ D 0 for r > 0 (Shapiro’s lemma,

1.11). 2
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The cohomology of products

A product M D
Q
i Mi of G-modules becomes a G-module under the diagonal action:

�.: : : ; mi ; : : :/ D .: : : ; �mi ; : : :/:

PROPOSITION 1.25 For all families of G-modules .Mi /i ,

H r.G;
Q
i Mi / '

Q
i H

r.G;Mi /:

PROOF. A product of exact sequences of abelian groups is again exact. From this it follows
that a product I D

Q
Ii of injective G-modules is again injective, because

HomG.�; I / '
Q
i HomG.�; Ii /

is exact. LetMi ! I �i be an injective resolution ofMi . Then
Q
Mi !

Q
I �i is an injective

resolution of
Q
Mi , and

H r.G;
Q
i Mi / ' H

r..
Q
i I
�
i /
G/ ' H r.

Q
i .I
�G
i // '

Q
i H

r.I �Gi / '
Q
i H

r.G;Mi /:

2

In particular, for any G-modules M , N ,

H r.G;M ˚N/ D H r.G;M/˚H r.G;N /:

This can be proved more directly by noting that to say that a module P is a direct sum
of modules M and N means that certain maps, and relations between the maps, exist (see
p. 90). These maps and relations persist when we apply the additive functor H r.G; �/.

REMARK 1.26 The formation of inverse limits of arbitrary abelian groups is not exact.
Therefore, in general, one can not expect cohomology to commute with inverse limits.

Functorial properties of the cohomology groups

Let M and M 0 respectively be G and G0 modules. Homomorphisms

˛WG0 ! G; ˇWM !M 0

are said to be compatible if
ˇ.˛.g/m/ D g.ˇ.m//:

Then .˛; ˇ/ defines a homomorphism of complexes

C �.G;M/! C �.G0;M 0/; ' 7! ˇ ı ' ı ˛r ;

and hence homomorphisms

H r.G;M/! H r.G0;M 0/:

EXAMPLE 1.27 (a) Let H be a subgroup of G. For every H -module M , the map

' 7! '.1G/W Ind
G
H .M/!M
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is compatible with the inclusion H ,! G, and the induced homomorphism

H r.G; IndGH .M//! H r.H;M/

is the isomorphism in Shapiro’s Lemma 1.11. To show that the two isomorphisms agree,
first check it for r D 0, and then use dimension-shifting (II, 1.28) to get it for all r .

(b) LetH be a subgroup ofG. Let ˛ be the inclusionH ,! G, and let ˇ be the identity
map on a G-module M . In this case, we obtain restriction homomorphisms

ResWH r.G;M/! H r.H;M/:

They can also be constructed as follows: let M ! IndGH .M/ be the homomorphism send-
ing m to the map g 7! gm; the composite of the homomorphism this defines on cohomol-
ogy with the isomorphism in Shapiro’s Lemma,

H r.G;M/! H r.G; IndGH .M//
'
�! H r.H;M/

is the restriction map.
(c) Let H be a normal subgroup of G, let ˛ be the quotient map G ! G=H , and let ˇ

be the inclusion MH ,!M . In this case, we obtain the inflation homomorphisms

InfWH r.G=H;MH /! H r.G;M/:

(d) For any g0 2 G, the homomorphisms ˛WG ! G; � 7! g0�g
�1
0 , and ˇWM ! M ,

m 7! g�10 m, are compatible. I claim that the homomorphisms

H r.G;M/! H r.G;M/

they define are each the identity map. For r D 0, the homomorphism is

m 7! g�10 mWMG
!MG ;

which is obviously the identity. Let r > 0, and suppose the statement is known for r � 1.
From the exact sequence (15, p. 62)

0!M !M� !M� ! 0;

M� D IndG.M0/, we obtain a diagram with exact rows

H r�1.G;M�/ H r�1.G;M�/ H r.G;M/ 0

H r�1.G;M�/ H r�1.G;M�/ H r.G;M/ 0:

The 0’s at right result from the fact that M� is an induced module. The vertical maps are
those defined by the pair .˛; ˇ/ (for the different modules). One checks easily that the
diagram commutes. By induction, the middle vertical map is the identity, which implies
that the third is also.

REMARK 1.28 (a) The method of proof in (d) is called dimension shifting.
(b) Let H be a normal subgroup of G. For every G-module M , the recipe in (d) gives

an action of G on H r.H;M/, which the above result shows to factor through G=H .
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EXAMPLE 1.29 We shall need one more functorial map of cohomology groups. Let H be
a subgroup of finite index of G, and let S be a set of left coset representatives for H in G,
G D

S
s2S sH . Let M be a G-module. For every m 2MH ;

NmG=H m
def
D

X
s2S

sm

is independent of the choice of S , and is fixed by G. Thus NmG=H is a homomorphism

MH
!MG :

This can be extended to a corestriction homomorphism1

CorWH r.H;M/! H r.G;M/

for all r as follows: for every G-module M , there is a canonical homomorphism of G-
modules

' 7!
X

s2S
s'.s�1/W IndGH M !M I

the map on cohomology which it defines, when composed with the isomorphism in Shapiro’s
lemma, gives Cor,

H r.H;M/
'
�! H r.G; IndGH M/! H r.G;M/:

PROPOSITION 1.30 Let H be a subgroup of G of finite index. The composite

Cor ıResWH r.G;M/! H r.G;M/

is multiplication by .GWH/.

PROOF. For m 2M , let 'm be the map g 7! gmWG !M . Then Cor ıRes is the map on
cohomology defined by the composite of

M ! IndGH .M/!M; m 7! 'm 7!
X
s

s'm.s
�1/ D

X
s

m D .G W H/m:

2

COROLLARY 1.31 If .GW 1/ D m, then mH r.G;M/ D 0 for r > 0.

PROOF. According to the proposition, multiplication by m factors through H r.f1g;M/ D

0,

H r.G;M/
Res
��! H r.f1g;M/

Cor
��! H r.G;M/: 2

COROLLARY 1.32 If G is finite and M is finitely generated as an abelian group, then
H r.G;M/ is finite.

PROOF. From the description ofH r.G;M/ as the group of cocycles modulo coboundaries,
it is clear that H r.G;M/ is finitely generated as an abelian group, and we have just seen
that it is killed by .GW 1/. Therefore it is finite. 2

1The corestriction homomorphism is also called the transfer homomorphism.
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For an abelian group A and prime number p, the p-primary component A.p/ of A is
the subgroup consisting of all elements killed by a power of p.

COROLLARY 1.33 Let G be a finite group, and let Gp be its Sylow p-subgroup. For every
G-module M , the restriction map

ResWH r.G;M/! H r.Gp;M/

is injective on the p-primary component of H r.G;M/.

PROOF. The composite

Cor ıRes W H r.G;M/! H r.Gp;M/! H r.G;M/

is multiplication by .GWGp/, which is not divisible by p, and so is injective on the p-
primary component of H r.G;M/. 2

The inflation-restriction exact sequence

PROPOSITION 1.34 Let H be a normal subgroup of G, and let M be a G-module. Let r
be an integer > 0. If H j .H;M/ D 0 for all j with 0 < j < r , then the sequence

0! H r.G=H;MH /
Inf
��! H r.G;M/

Res
��! H r.H;M/

is exact.

PROOF. We first prove this for r D 1. In this case, the hypothesis on H j .H;M/ is vacu-
ous. Let 'WG ! M be a crossed homomorphism whose restriction to H is principal, say,
'.h/ D hm0 � m0. Define '0.g/ D '.g/ � .gm0 � m0/. Then '0 represents the same
class in H 1.G;M/, but now '0.h/ D 0 for all h 2 H , and so '0 comes by “inflation” from
a crossed homomorphism G=H !M .

We show that '0 takes values inMH . As '0 is a crossed homomorphism and '0.h/ D 0
for h 2 H , we have

'0.hg/ D h'0.g/C '0.h/ D h'0.g/

'0.gh/ D g'0.h/C '0.g/ D '0.g/:

The second equation says that '0 is constant on left cosets ofH . AsH is normal, left cosets
and right cosets are the same, and so '0 is constant on right cosets. Since hg and g are in
the same right coset Hg, we have '0.hg/ D '0.g/. Combining this with the first equation
gives h'0.g/ D '0.g/, i.e., '0.g/ 2MH .

We have shown that '0 comes by “inflation” from a crossed homomorphism G=H !

MH , which proves the exactness atH 1.G;M/. The proof of the exactness atH 1.G=H;MH /

is easy.
Now assume that r > 1 and that the statement is true for r � 1. Consider the exact

sequence (15), p. 62,
0!M !M� !M� ! 0:

Then
H j .H;M�/ ' H

jC1.H;M/; j > 0;
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and so H j .H;M�/ D 0 for 0 < j < r � 1. By induction, the sequence

0! H r�1.G=H;MH
� /

Inf
��! H r�1.G;M�/

Res
��! H r�1.H;M�/

is exact, and this is isomorphic to the sequence

0! H r.G=H;MH /
Inf
��! H r.G;M/

Res
��! H r.H;M/: 2

REMARK 1.35 (a) With a little more effort, one can extend the sequence to

0!H 1.G=H;MH /
Inf
�! H 1.G;M/

Res
��! H 1.H;M/G=H !

H 2.G=H;MH /
Inf
�! H 2.G;M/� ! H 1.G=H;H 1.H;M//! H 3.G=H;MH /;

where H 2.G;M/� D Ker.ResWH 2.G;M/ ! H 2.H;M//. See Dekimpe, Hartl, and
Wauters, J. Algebra 369 (2012), 70–95.

(b) For the experts, the Hochschild-Serre (or Lyndon) spectral sequence takes the form

H i .G=H;H j .H;M//) H iCj .G;M/I

here G=H acts on H j .H;M/ as described in (1.28b). It is possible to read off from this
sequence, an exact sequence

0! H 1.G=H;MH /
Inf
��! H 1.G;M/

Res
��! H 1.H;M/:

The hypotheses that H i .H;M/ D 0 for 0 < i < r forces r rows of the spectral sequence
to vanish, and allows one to read off the same sequence with 1 replaced with r .

EXAMPLE 1.36 Let˝ � L be Galois extensions ofK. ThenH def
D Gal.˝=L/ is a normal

subgroup of G def
D Gal.˝=K/. According to Proposition 1.22, H 1.H;˝�/ D 0, and so

there is an exact sequence

0! H 2.G=H;L�/! H 2.G;˝�/! H 2.H;˝�/:

A direct proof (not involving dimension shifting) that this sequence is exact can be found
in Artin 1951, 6.4.

Cup-products

LEMMA 1.37 The exact sequence (15), p. 62,

0!M !M� !M� ! 0;

is split as a sequence of abelian groups, i.e., M� �M ˚M� (as abelian groups).

PROOF. Recall that M� consists of the maps 'WG ! M and that the first homomorphism
in the sequence sends an element m of M to 'm, where 'm.g/ D gm. For ' 2 M�,
let s.'/ D '.1G/. Then s is a homomorphism of abelian groups M� ! M such that
s.'m/ D m, and so

M� ' Ker.1 � s/˚Ker.s/ 'M ˚M�

as abelian groups. 2
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Let G be a group. For G-modules M and N , we write M ˝ N for M ˝Z N regarded
as a G-module with

g.m˝ n/ D gm˝ gn; g 2 G; m 2M; n 2 N:

PROPOSITION 1.38 There exists one and only one family of bi-additive pairings

.m; n/ 7! m [ nWH r.G;M/ �H s.G;N /! H rCs.G;M ˝N/;

defined for all G-modules M;N and all integers r; s � 0, satisfying the following condi-
tions:

(a) these maps become morphisms of functors when the two sides are regarded as co-
variant bifunctors on .M;N /;

(b) for r D s D 0, the pairing is

.m; n/ 7! m˝ nWMG
˝NG

! .M ˝N/G I

(c) if 0!M 0 !M !M 00 ! 0 is an exact sequence of G-modules such that

0!M 0 ˝N !M ˝N !M 00 ˝N ! 0

is exact, then

.ım00/ [ n D ı.m00 [ n/; m00 2 H r.G;M 00/; n 2 H s.G;N /:

Here ı denotes the connecting homomorphism H r.G;M 00/ ! H rC1.G;M 0/ or
H rCs.G;M 00 ˝N/! H rCsC1.G;M 0 ˝N/:

(d) if 0! N 0 ! N ! N 00 ! 0 is an exact sequence of G-modules such that

0!M ˝N 0 !M ˝N !M ˝N 00 ! 0

is exact, then

m [ ın00 D .�1/rı.m [ n00/; m 2 H r.G;M/; n00 2 H s.G;N 00/:

PROOF. The uniqueness is proved using dimension shifting, a key point being that, because
the sequence (15) is split-exact as a sequence of abelian groups (see 1.37), it remains exact
when tensored over Z with a G-module. For the existence, one proves that the pairing
defined as follows has the required properties: let m 2 H r.G;M/ and n 2 H s.G;N / be
represented by the (inhomogeneous) cocycles ' and  ; then m [ n is represented by the
cocycle

.g1; : : : ; grCs/ 7! '.g1; : : : ; gr/˝ g1 � � �gr .grC1; � � � ; grCs/:

It takes several pages to write out the details, but the proof is not difficult. 2

PROPOSITION 1.39 The following formulas hold:

(a) .x [ y/ [ z D x [ .y [ z/ (in H rCsCt .G;M ˝N ˝ P /);

(b) x [ y D .�1/rsy [ x if x 2 H r.G;M/, y 2 H s.G;N / (we identify M ˝ N and
N ˝M );

(c) Res.x [ y/ D Res.x/ [ Res.y/;
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(d) Cor.x [ Resy/ D Cor.x/ [ y.

(e) Inf.x [ y/ D Inf.x/ [ Inf.y/:

PROOF. In each case, one verifies the formula when x; y; : : : have degree 0, and then uses
dimension shifting to deduce the general case. For example, the proof of (d) is written out
in detail in Atiyah and Wall 1967, Proposition 9. For (e), see Weiss 1969, 4-3-9. 2

A pairing
x; y 7! .x; y/WM �N ! P (18)

such that
g.x; y/ D .gx; gy/; all g 2 G;

defines a homomorphism of G-modules

M ˝N ! P;

and hence maps
H r.G;M ˝N/! H r.G; P /:

The composites of the cup-product pairings with these maps, namely, the pairings

H r.G;M/ �H s.G;N /! H rCs.G; P /;

will be referred to as the cup-product pairings defined by (18).

2 Homology

Definition of the homology groups

For a G-module M , let MG be the largest quotient of M on which G acts trivially. Thus
MG is the quotient of M by the subgroup generated by

fgm �m j g 2 G; m 2M g:

Note that this is the dual notion toMG , which is the largest subobject ofM on whichG acts
trivially. The definition of the cohomology groups dualizes to give us homology groups.

In detail, the functor
M 7!MG WModG ! Ab

is right exact, i.e., if
0!M 0 !M !M 00 ! 0

is exact, then
M 0G !MG !M 00G ! 0

is exact. This can be checked directly, or by observing that passing fromM toMG amounts
to tensoring M with ZŒG�=IG , where IG is the augmentation ideal

Ker
�X

ngg 7!
X

ng WZŒG�! Z
�
:

An object P of an abelian category is projective if for any object N and quotient object
M , every morphism P ! M lifts to a morphism P ! N . For example, every free
ZŒG�-module is projective as a ZŒG�- (equivalently, G-) module.
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LetM be a G-module. Let .mi /i2I be a family of generators forM as a ZŒG�-module,
and let ZŒG�.I / be a direct sum of copies of ZŒG� indexed by I . The map

P
i2I 
i 7!P


imi is a surjective G-homomorphism ZŒG�.I / !M . This shows that every G-module
is a quotient of a freeG-module, and hence that the category ModG has enough projectives.

Let M be a G-module, and choose a projective resolution

� � � �! P2
d2
�! P1

d1
�! P0

d0
�!M �! 0

of M . The complex

� � � �! .P2/G
d2
�! .P1/G

d1
�! .P0/G �! 0

need no longer be exact, and we set

Hr.G;M/ D
Ker.dr/

Im.drC1/
:

These groups have the following basic properties.

2.1 The zeroth group H0.G;M/ DMG , because

P1G ! P0G !MG ! 0

is exact.

2.2 If P is a projective G-module, then Hr.G; P / D 0 for all r > 0, because

� � � ! 0! P ! P ! 0

is a projective resolution of P .

2.3 Let P� ! M and Q� ! N be projective resolutions of the G-modules M and N .
Any homomorphism ˛WM ! N of G-modules extends to a morphism of complexes

P� M

Q� N

˛� ˛

and the homomorphisms
Hr.˛�/WHr.P�/! Hr.Q�/

are independent of the choice of ˛�. When we apply this statement to the identity map
idWM ! M , we find that the groups Hr.G;M/ are well-defined up to a well-defined
isomorphism. The statement for a general ˛ then shows that M 7! Hr.G;M/ is a functor
from the category of G-modules to the category of abelian groups.

2.4 A short exact sequence

0!M 0 !M !M 00 ! 0

of G-modules gives rise to a long exact sequence

� � � ! Hr.G;M/! Hr.G;M
00/

ır
�! Hr�1.G;M

0/! � � � ! H0.G;M
00/! 0:
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Moreover, the association

short exact sequence 7! long exact sequence

is functorial, i.e., a morphism of short exact sequences induces a morphism of long exact
sequences.

REMARK 2.5 The family of functors .Hr.G; �//r�0 and the boundary maps ır are uniquely
determined by the properties (2.1, 2.2, 2.4).

Just as in the case of cohomology, it is possible to give an explicit description of
Hr.G;M/ as the quotient of a group of r-cycles by a subgroup of r-boundaries—see the
references later in this chapter.

The group H1.G;Z/

Using only the properties of the homology groups listed above, we shall computeH1.G;Z/.
The augmentation map is

ZŒG�! Z;
P
ngg 7!

P
ng :

Its kernel is called the augmentation ideal IG . Clearly IG is a free Z-submodule of ZŒG�
with basis fg � 1 j g 2 G, g ¤ 1g, and so

M=IGM DMG

(2.1)
' H0.G;M/:

Consider the exact (augmentation) sequence:

0! IG ! ZŒG�! Z! 0: (19)

TheG-module ZŒG� is projective (because it is a free ZŒG�-module), and soH1.G;ZŒG�/ D
0. Therefore we obtain an exact sequence of homology groups

0! H1.G;Z/! IG=I
2
G ! ZŒG�=IG ! Z! 0:

The middle map is induced by the inclusion IG ,! ZŒG�, and so is zero. Therefore the
sequence shows that

H1.G;Z/
'
�! IG=I

2
G (20)

and
ZŒG�G

'
�! Z

i.e., Z is the largest quotient of ZŒG� on which G acts trivially. Note that I 2G
def
D IG � IG is

the Z-submodule of ZŒG� generated by elements of the form

.g � 1/.g0 � 1/; g; g0 2 G:

LEMMA 2.6 LetGc be the commutator subgroup ofG, so thatG=Gc is the largest abelian
quotient Gab of G. Then the map g 7! .g � 1/C I 2G induces an isomorphism

G

Gc
!

IG

I 2G
: (21)
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PROOF. Consider the map

g 7! .g � 1/C I 2G WG ! IG=I
2
G :

This is a homomorphism because

gg0 � 1 D .g � 1/.g0 � 1/C .g � 1/C .g0 � 1/

� .g � 1/C .g0 � 1/ mod I 2G :

Since IG=I 2G is commutative, the map factors through Gab. To prove that it is an isomor-
phism, we construct an inverse. Recall that IG is freely generated as a Z-module by the
elements g � 1. Consider the homomorphism IG ! Gab mapping g � 1 to the class of g.
From the identity

.g � 1/.g0 � 1/ D .gg0 � 1/ � .g � 1/ � .g0 � 1/

we see that .g � 1/.g0 � 1/ maps to 1. Since I 2G is generated by elements of this form,
this shows that the map factors through IG=I 2G . The two maps we have constructed are
inverse. 2

PROPOSITION 2.7 There is a canonical isomorphism

H1.G;Z/ ' Gab:

PROOF. Combine the isomorphism (20) with the inverse of (21). 2

ASIDE 2.8 For any group G, there exists a topological space BG, called the classifying space of
G, such that G D �1.BG/ and Hr .BG;Z/ D Hr .G;Z/ for all r (Rosenberg 1994, 5.1.16, 5.1.27).
In terms of BG, the proposition simply states that H1.BG;Z/ ' �1.BG/ab.

3 The Tate groups

Throughout this section, G is a finite group.
For a G-module M , the norm map NmG WM !M is defined to be

m 7!
P
g2G gm:

Let g0 2 G. As g runs through the elements of G, so also do g0g and gg0, and so
g0.NmG.m// D NmG.m/ D NmG.g

0m/. Hence

Im.NmG/ �M
G ; IGM � KerNmG :

Therefore, we get an exact commutative diagram,

M M

0 Ker.NmG/=IGM M=IGM MG MG=NmG.M/ 0:

NmG

AsH0.G;M/ DM=IGM andH 0.G;M/ DMG , the bottom row of this can be rewritten

0! Ker.NmG/=IGM ! H0.G;M/
NmG
�! H 0.G;M/!MG=NmG.M/! 0:
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Tate defined

H r
T .G;M/ D

8̂̂̂̂
<̂̂
ˆ̂̂̂:
H r.G;M/ r > 0

MG=NmG.M/ r D 0

Ker.NmG/=IGM r D �1

H�r�1.G;M/ r < �1:

Thus, the exact sequence now becomes

0! H�1T .G;M/! H0.G;M/
NmG
�! H 0.G;M/! H 0

T .G;M/! 0:

The groups H r
T .G;M/ are known as the Tate cohomology groups. Often H r

T .G;M/ is
denoted by OH r.G;M/. Since it causes no ambiguity, we sometimes omit the subscript T
when r > 0.

For any short exact sequence of G-modules

0!M 0 !M !M 00 ! 0

we get a diagram

H�1T .G;M 0/ H�1T .G;M/ H�1T .G;M 00/

� � � H1.G;M
00/ H0.G;M

0/ H0.G;M/ H0.G;M
00/ 0

0 H 0.G;M 0/ H 0.G;M/ H 0.G;M 00/ H 1.G;M 0/ � � �

H 0
T .G;M

0/ H 0
T .G;M/ H 0

T .G;M
00/

NmG NmG NmG

On applying the extended snake lemma (A.1) to the middle part of the diagram, we get
a (very) long exact sequence

� � � ! H r
T .G;M

0/! H r
T .G;M/! H r

T .G;M
00/

ı
�! H rC1

T .G;M/! � � � (22)

(�1 < r <1).

PROPOSITION 3.1 If M is induced, then H r
T .G;M/ D 0 for all r 2 Z.

PROOF. For r > 0, this was proved in (1.12).
Case r D 0. Recall (1.3) that M ' ZŒG�˝Z X for some abelian group X , and so an

element m of M can be written uniquely in the form m D
P
g

�
g ˝ xg

�
with xg 2 X . If

m is fixed by g0 2 G, then
P
g

�
g0g ˝ xg

�
D
P
g

�
g ˝ xg

�
; in particular,2 g0 ˝ xe D

g0 ˝ xg 0 , i.e., xe D xg 0 . Therefore, if m 2 MG , then xg D xe for all g 2 G, and

m D
�P

g g
�
˝ xe D NmG.e ˝ xe/.

2Here, e is the neutral element in G.
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Case r D �1. If NmG
�P

g g ˝ xg

�
D 0, then

P
g xg D 0, and soX

g

�
g ˝ xg

�
D

X
g

�
.g � 1/˝ xg

�
2 IGM:

Case r < �1. Let M D ZŒG�˝Z X . Write X as a quotient X0 � X of a free abelian
group X0. The kernel of this map will also be a free abelian group,3 and so we have an
exact sequence

0! X1 ! X0 ! X ! 0

with X0 and X1 free abelian groups. On tensoring this with ZŒG�, we obtain an exact
sequence of ZŒG�-modules

0!M1 !M0 !M ! 0: (23)

Now
H r
T .G;M0/ D 0 D H

r
T .G;M1/

for r < �1 because M0 and M1 are free ZŒG�-modules and for r � �1 because M0 and
M1 are induced. The (very) long exact sequence of (23) now shows that H r

T .G;M/ D 0

for all r . 2

We know (15), p. 62, that every G-module M is a submodule of an induced module. It
is also a quotient of an inducedG-module because, on tensoring the augmentation sequence
(19) with M , we obtain an exact sequence of G-modules

0!M 0 ! ZŒG�˝Z M !M ! 0:

This allows us to prove results by dimension shifting in both directions. Using this, it is
possible to extend to all r , most of the results we proved for the groups H r.G;M/ with
r � 0. For example, Shapiro’s lemma and its consequences are true, and the restriction
and corestriction maps we defined in (1.27) and (1.29) extend to all the Tate cohomology
groups. Specifically, there are canonical homomorphisms:4

ResWH r
T .G;M/! H r

T .H;M/ (H a subgroup of G);
CorWH r

T .H;M/! H r
T .G;M/ (H a subgroup of G).

Moreover, there is a natural action of G=H on H r
T .H;M/ for all r 2 Z.

The composite Res ıCor is still multiplication by .GWH/. As H r
T .f1g;M/ D 0 for all

r , the argument in the proof of (1.30) shows that H r
T .G;M/ is killed by jGj for all r .

Note that
H�2T .G;Z/ D H1.G;Z/ ' G=Gc :

PROPOSITION 3.2 Let H be a subgroup of G.

(a) The map CorWH�2T .H;Z/! H�2T .G;Z/ corresponds to the map H=H c ! G=Gc

induced by the inclusion H ,! G.

(b) The map ResWH�2T .G;Z/! H�2T .H;Z/ corresponds to the Verlagerung mapG=Gc !
H=H c (V, 3.18).

3We are using that every subgroup of a free abelian group is free abelian. Darij Grinberg points out that
this fact is highly nontrivial (and nonconstructive), and that it is possible to avoid using it.

4However, the inflation map InfWH r
T
.G=H;MH / ! H r

T
.G;M/, H a normal subgroup of G, is defined

only for r � 1:
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PROOF. See Weiss 1969, 3-5-5, 3-5-7. I’ll include the proof in a future version of the
notes. 2

There is a uniform explicit description of all the groups H r
T .G;M/. In fact, there is an

explicit complex L� of G-modules (infinite in both directions) such that

H r
T .G;M/ D H r.HomG.L�;M//:

For r > 0 this leads directly to the description we gave above of H r.G;M/ in terms of
inhomogeneous cocycles and coboundaries. See Weiss 1969, Chapter I.

Cup-products

When the group G is finite, the cup-products extend in a unique way to all the cohomology
groups, and have the same list of properties. See Weiss 1969, Chapter IV. A future version
of the notes will contain a complete list of the properties we need (but not the proofs, which
are lengthy but not difficult).

The cohomology of finite cyclic groups

We first compute the cohomology of Q, Z, and Q=Z regarded asG-modules with the trivial
action.

LEMMA 3.3 For every finite group G,

(a) H r
T .G;Q/ D 0 all r 2 Z;

(b) H 0
T .G;Z/ D Z=.G W 1/Z and H 1.G;Z/ D 0;

(c) there is a canonical isomorphism

Hom.G;Q=Z/! H 2.G;Z/:

PROOF. (a) The group Q is uniquely divisible, i.e., for all nonzero integers m, multi-
plication by mWQ ! Q is an isomorphism. Therefore the map H r

T .m/WH
r
T .G;Q/ !

H r
T .G;Q/, which is also multiplication by m, is an isomorphism. When we take m D

.GW 1/, we find that multiplication by m on H r
T .G;Q/ is both zero (see 1.30) and an iso-

morphism, which is possible only if H r
T .G;Q/ D 0.

(b) Because G acts trivially on Z, ZG D Z and the norm map is multiplication by
.G W 1/. Hence H 0

T .G;Z/ D Z=.G W 1/Z. Moreover, H 1.G;Z/ D Hom.G;Z/ (see
1.18a), but, because Z is torsion-free, all homomorphisms G ! Z are zero.

(c) The cohomology sequence of

0! Z! Q! Q=Z! 0

is an exact sequence

H 1.G;Q/ H 1.G;Q=Z/ H 2.G;Z/ H 2.G;Q/:

0 Hom.G;Q=Z/ 0
2
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Let G be a finite cyclic group of order m, with generator � . Then, by definition,

H 0
T .G;M/ D

Ker.� � 1/

Im.NmG/

H�1T .G;M/ D
Ker.NmG/

Im.� � 1/
:

Recall that in (1.20) we showed thatH 1.G;M/ is isomorphic to the same group asH�1T .G;M/.
In fact, the cohomology groups of a finite cyclic group are periodic with period 2.

PROPOSITION 3.4 Let G be a cyclic group of finite order. The choice of a generator for G
determines isomorphisms

H r
T .G;M/

'
�! H rC2

T .G;M/

for all G-modules M and all r 2 Z.

PROOF. Let � generate G. Then the sequence

0! Z
m7!

P
g2G gm

����������! ZŒG�
��1
���! ZŒG�

� i 7!1
����! Z! 0

is exact. Because the groups in the sequence and the kernel IG of ZŒG� ! Z are free
Z-modules, the sequence remains exact after it is tensored with M . Thus

0!M ! ZŒG�˝Z M ! ZŒG�˝Z M !M ! 0

is an exact sequence of G-modules. Recall (1.4) that ZŒG�˝Z M � ZŒG�˝Z M0, where
M0 is M regarded as abelian group, and so H r

T .G;ZŒG� ˝Z M/ D 0 for all r by (3.1).
Therefore (see 1.13), the sequence defines isomorphisms

H r
T .G;M/

'
�! H rC2

T .G;M/

for all r . 2

REMARK 3.5 Let 
 be the element of H 2.G;Z/ corresponding under the isomorphism
H 2.G;Z/ ' Hom.G;Q=Z/ to the map sending the chosen generator � ofG to 1=m. Then
the map H r

T .G;M/ ! H rC2
T .G;M/ is x 7! x [ 
 . In a future version, I’ll prove this.

Serre, Local Fields, VIII, Section 4 gives the following hint: “the period isomorphisms
are given by cup product with 
 : this follows, for example, from the formulas for the cup
product given in Cartan-Eilenberg (Homological Algebra) p. 252.” Alternatively, see Weiss
1969, 4-5-10.

LetG be a finite cyclic group, and letM be aG-module. When the cohomology groups
H r.G;M/ are finite, we define the Herbrand quotient of M to be

h.M/ D

ˇ̌
H 0
T .G;M/

ˇ̌ˇ̌
H 1
T .G;M/

ˇ̌ :
PROPOSITION 3.6 Let 0 ! M 0 ! M ! M 00 ! 0 be an exact sequence of G-modules.
If any two of the Herbrand quotients h.M 0/, h.M/, h.M 00/ are defined, then so also is the
third, and

h.M/ D h.M 0/h.M 00/:
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PROOF. We can truncate the (very) long exact cohomology sequence as follows,

0! K ! H 0
T .M

0/! H 0
T .M/! H 0

T .M
00/! H 1.M 0/! H 1.M/! H 1.M 00/! K 0 ! 0;

where

K D Coker.H�1T .M/! H�1T .M 00// � Coker.H 1.M/! H 1.M 00// D K 0:

The first statement is now obvious, and the second follows from the next lemma. 2

LEMMA 3.7 Let
0! A0 ! A1 ! � � � ! Ar ! 0

be a exact sequence of finite groups. Then

jA0j � jA2j � � � �

jA1j � jA3j � � � �
D 1:

PROOF. For a short exact sequence, that is, r D 2, this is obvious, but every exact sequence
can be broken up into short exact sequences,

0! A0 ! A1 ! C1 ! 0

0! C1 ! A2 ! C2 ! 0

� � �

0! Cr�1 ! Ar�1 ! Ar ! 0:

Here Ci D Coker.Ai�1 ! Ai / D Ker.AiC1 ! AiC2/. From these sequences we find
that

1 D
jA0j � jC1j

jA1j
D
jA0j � jA2j

jA1j � jC2j
D � � � :

2

PROPOSITION 3.8 If M is a finite module, then h.M/ D 1.

PROOF. Consider the exact sequences

0!MG
!M

g�1
���!M !MG ! 0

and
0! H�1T .M/!MG

NmG
���!MG

! H 0
T .M/! 0;

where g is any generator of G. From the first sequence we find that MG and MG have the
same order, and then from the second that H�1T .M/ and H 0

T .M/ have the same order. 2

COROLLARY 3.9 Let ˛WM ! N be a homomorphism of G-modules with finite kernel
and cokernel. If either h.M/ or h.N / is defined, then so also is the other, and they are
equal.

PROOF. Suppose h.N / is defined, and consider the exact sequences:

0! ˛.M/! N ! Coker.˛/! 0

0! Ker.˛/!M ! ˛.M/! 0:

From the first sequence, we find that h.˛M/ is defined and equals h.N /, and from the
second sequence we find that h.M/ is defined and equals h.˛M/. 2
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Tate’s Theorem

For the remainder of this section, all cohomology groups will be the Tate groups, and so we
drop the subscript T except in the main statements.

THEOREM 3.10 Let G be a finite group, and let M be a G-module. If

H 1.H;M/ D 0 D H 2.H;M/

for all subgroups H of G, then H r
T .G;M/ D 0 for all r 2 Z.

PROOF. If G is cyclic, this follows from the periodicity of the cohomology.
Assume now that G is solvable. We shall prove the theorem in this case by induction

on the order of G.
BecauseG is solvable, it contains a proper normal subgroupH such thatG=H is cyclic.

Because H has order less than that of G, and the pair .H;M/ satisfies the hypotheses of
the theorem, H r.H;M/ D 0 for all r . Therefore (see 1.34), we have exact sequences

0! H r.G=H;MH /! H r.G;M/! H r.H;M/ .�/

for all r � 1. BecauseH 1.G;M/ D 0 D H 2.G;M/,H 1.G=H;MH / D H 2.G=H;MH / D

0, and because G=H is cyclic, this implies that H r.G=H;MH / D 0 for all r . There-
fore, the sequences .�/ show that H r.G;M/ D 0 for all r > 0. We next show that
H 0.G;M/ D 0. Let x 2 MG . Because H 0.G=H;MH / D 0, there exists a y 2 MH

such that NmG=H .y/ D x, and because H 0.H;M/ D 0, there exists a z 2 M such that
NmH .z/ D y. Now

NmG.z/ D .NmG=H ıNmH /.z/ D x:

Thus, we now know that H r.G;M/ D 0 for all r � 0.
To proceed further, we use the exact sequence

0!M 0 ! ZŒG�˝Z M !M ! 0

obtained by tensoring the augmentation sequence (19) with M . Recall that

ZŒG�˝Z M
1.4
' ZŒG�˝Z M0

1.3
' IndG.M0/

is induced, and soH r.H;ZŒG�˝ZM/ D 0 for all r and all subgroupsH of G. Therefore,

H r.H;M/ ' H rC1.H;M 0/

for all r and all H . In particular, M 0 satisfies the hypotheses of the theorem, and so (by
what we have proved) H r.G;M 0/ D 0 for r � 0. In particular,

0 D H 0.G;M 0/ D H�1.G;M/:

The argument, when repeated, gives that H�2.G;M/ D 0, etc.. This proves the theorem
when G is solvable.

Now consider the case of an arbitrary finite group G. If G and M satisfy the hypothe-
ses of the theorem, so also do Gp and M , where Gp is a Sylow p-subgroup. Therefore
H r.Gp;M/ D 0 for all r and p, and so (see 1.33), the p-primary component ofH r.G;M/

is zero for all r and p. This implies that H r.G;M/ D 0 for all r . 2
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THEOREM 3.11 (TATE’S THEOREM) Let G be a finite group and let C be a G-module.
Suppose that for all subgroups H of G (including H D G),

(a) H 1.H;C / D 0, and

(b) H 2.H;C / is a cyclic group of order equal to .H W 1/.

Then, for all r , there is an isomorphism

H r
T .G;Z/! H rC2

T .G; C /

depending only on the choice of a generator for H 2.G; C /.

PROOF. Choose a generator 
 for H 2.G; C /. Because Cor ıRes D .G W H/, Res.
/
generates H 2.H;C / for any subgroup H of G.

Let ' be a cocycle representing 
 . Define C.'/ to be the direct sum of C with the free
abelian group having as basis symbols x� , one for each � 2 G, � ¤ 1, and extend the
action of G on C to an action on C.'/ by setting

�x� D x�� � x� C '.�; �/:

The symbol “x1” is to be interpreted as '.1; 1/. This does define an action of G on C.'/
because

��x� D x��� � x�� C '.��; �/;

whereas

�.�x� / D �.x�� � x� C '.�; �//

D x��� � x� C '.�; ��/ � .x�� � x� C '.�; �//C �'.�; �/:

These agree because ' satisfies the cocycle condition

�'.�; �/C '.�; ��/ D '.��; �/C '.�; �/:

Note that ' is the coboundary of the 1-cochain � 7! x� , and so 
 maps to zero in
H 2.G; C.'//. For this reason, C.'/ is called the splitting module for 
 .

We shall first show that the hypotheses imply that

H 1.H;C.'// D 0 D H 2.H;C.'//

for all subgroups H of G.
Recall that we have an exact sequence

0! IG ! ZŒG�! Z! 0;

where IG is the free abelian group with basis the elements � � 1, � 2 G, � ¤ 1 Because
ZŒG� is induced, H r.H;ZŒG�/ D 0 for all r , and so

H 1.H; IG/ ' H
0.H;Z/ ' Z=.H W 1/Z;

H 2.H; IG/ ' H
1.H;Z/ D 0

Define ˛ to be the additive map C.'/! ZŒG� such that

˛.c/ D 0 for all c 2 C

˛.x� / D � � 1:
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Clearly,
0! C ! C.'/

˛
�! IG ! 0

is an exact sequence of G-modules. Its cohomology sequence reads

0! H 1.H;C.'//! H 1.H; IG/! H 2.H;C /
0
�! H 2.H;C.'//! 0

The zeros at the ends use thatH 1.H;C / D 0 andH 2.H; IG/ D 0. The mapH 2.H;C /!

H 2.H;C.'// is zero because H 2.H;C / is generated by Res.
/, and this maps to the
restriction of the image of 
 in H 2.G; C.'//, which is zero. Therefore, H 1.H; IG/ !

H 2.H;C / is onto, and hence is an isomorphism (because the two groups have the same
order). Its kernel and cokernel, namely, H 1.H;C.'// and H 2.H;C.'//, are therefore
both zero

We deduce from the Theorem 3.10 that H r.H;C.'// D 0 for all r . On splicing the
two short exact sequences together, we obtain an exact sequence

0! C ! C.'/! ZŒG�! Z! 0 (24)

with the property that H r.G; C.'// D 0 D H r.G;ZŒG�/ for all r . Therefore, the double
boundary map is an isomorphism (1.13)

H r.G;Z/! H rC2.G; C /: 2

REMARK 3.12 If M is a G-module such that TorZ1.M;C / D 0, for example, if either M
or C is torsion-free as a Z-module, then one can tensor the above 4-term sequence with M
and obtain isomorphisms

H r
T .G;M/! H rC2

T .G;M ˝ C/:

REMARK 3.13 The map H r
T .G;Z/ ! H rC2

T .G; C / is cup-product with the chosen ele-
ment 
 2 H 2.G; C /.

EXAMPLE 3.14 LetK be a local field. We shall prove that for any finite Galois extensionL
of K with Galois group G, H 2.G;L�/ is cyclic of order ŒLWK� with a canonical generator
uL=K . Since we know that H 1.G;L�/ D 0 (Hilbert’s Theorem 90), Tate’s theorem shows
that cup-product with uL=K is an isomorphism

Gab
D H�2T .G;Z/! H 0

T .G;L
�/ D K�=NmL�:

The inverse isomorphism K�=NmL�
'
�! Gab is the local Artin map. The global Artin

map can be obtained by a similar argument.

NOTES The book Weiss 1969 gives a complete and very detailed account of the basic theory of Tate
cohomology groups. For a recent paper on the Tate sequence (24), its generalizations, and associated
boundary maps, see Buckingham, Acta Arith. 149 (2011), no. 4, 383–402.
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4 The Cohomology of Profinite Groups

Direct limits

A partially ordered set .I;�/ is said to be directed if for any two elements i and j of I ,
there exists a k such that i; j � k. Suppose that for every element i of a directed set .I;�/
we have a set Ai , and for every inequality i � j we have a map ˛j i WAi ! Aj . If

(a) ˛i i D id for all i 2 I , and

(b) ˛kj ı ˛j i D ˛ki whenever i � j � k,

then the family .Ai ; ˛j i / is called a direct system. On the disjoint union
`
Ai of the Ai ,

introduce the equivalence relation under which ai 2 Ai is related to aj 2 Aj if and only if
˛ki .ai / D ˛kj .aj / for some k � i; j . The corresponding quotient set is called the direct
limit of the Ai (relative to the ˛j i ):

A D lim
�!

Ai :

There is for each i a canonical map

˛i WAi ! A;

possessing the following properties:

(a) ˛i D ˛j ı ˛j i for j � i I

(b) ˛i .ai / D ˛j .aj / ” ˛ki .ai / D ˛kj .aj / for some k � i; j ;

(c) A D
S
˛i .Ai /.

The system .A; ˛i / has the following universal property: let T be a set and let .ˇi /,
ˇi WAi ! T , be a family of maps such that ˇi D ˇj ı ˛j i for i � j ; then there exists
a unique map ˇWA! T such that ˇi D ˇ ı ˛i for all i .

If the Ai are abelian groups and the ˛ij are homomorphisms, then A has a unique
structure of an abelian group for which the ˛i are homomorphisms.

LEMMA 4.1 For any direct system of exact sequences

Ai ! Bi ! Ci ;

the sequence
lim
�!

Ai ! lim
�!

Bi ! lim
�!

Ci

is again exact. Therefore the formation of direct limits commutes with passage to cohomol-
ogy in complexes.

PROOF. Exercise for the reader. 2

Profinite groups

LetG be a profinite group. This means thatG is a compact5 topological group for which the
open normal subgroups form a fundamental system of neighbourhoods of 1. Note that every
open subgroup is of finite index (because its cosets cover G). For example, a finite group
with the discrete topology is profinite, and every discrete profinite group is finite. A Galois

5Following Bourbaki, I require compact spaces to be Hausdorff.
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group G D Gal.L=K/ is a profinite group — the open subgroups are exactly those fixing a
finite extension of K contained in L — and every profinite group occurs as a Galois group.
For a profinite group, we use the topology to modify our notion of cohomology group.

First, we consider only those G-modules for which the map

G �M !M

is continuous when M is endowed with the discrete topology, i.e., the topology in which
every subset is open. Equivalent conditions:

˘ M D
S
MH , H runs through the open subgroups of G;

˘ the stabilizer in G of any element of M is open.

A module satisfying these conditions is called a discrete G-module.
The discrete G-modules form an abelian category with enough injectives, and so we

can define cohomology groups H r
cts.G;M/, r � 0, by taking injective resolutions, just

as before. Moreover, the groups can be calculated using continuous cocycles: for r � 0,
let C rcts.G;M/ be the group of continuous maps Gr ! M , and define d r WC rcts.G;M/ !

C rC1cts .G;M/ as before; then

H r
cts.G;M/ D

Zrcts.G;M/

Brcts.G;M/
;

where Zrcts.G;M/ D Ker.d r/ and Brcts.G;M/ D Im.d r�1/.
Let 'WGr ! M be a continuous r-cochain. Then '.Gr/ is compact (because Gr is

compact) and discrete (because M is discrete), and so it is finite, and hence it is contained
inMH0 for some open normal subgroupH0 ofG. The inverse image '�1.m/ of each point
m of '.Gr/ is open, and so contains a translate of H.m/r for some open normal subgroup
H.m/ of G. Let H1 D

T
m2'.Gr /H.m/.

6 This is again an open subgroup of G, and '
factors through .G=H1/r . LetH D H0\H1. Then ' arises by inflation from an r-cocycle
on G=H with values in MH . In other words, the map

lim
�!

C r.G=H;MH /! C rcts.G;M/

is surjective. It is not difficult to see that it is also injective. Because passage to the direct
limit commutes with the formation of kernels and cokernels, and hence with the formation
of cohomology, we obtain the following proposition:

PROPOSITION 4.2 The maps InfWH r.G=H;MH / ! H r
cts.G;M/ realize H r

cts.G;M/ as
the direct limit of the groupsH r.G=H;MH / asH runs through the open normal subgroups
H of G:

lim
�!

H r.G=H;MH / D H r
cts.G;M/:

Explicitly, the statement means that each element ofH r
cts.G;M/ arises by inflation from

some group H r.G=H;MH / and if a 2 H r.G=H;MH / and a0 2 H r.G=H 0;MH 0/ map
to the same element inH r

cts.G;M/, then they map to the same element inH r.G=H 00;MH 00/

for some open subgroup H 00 � H \H 0.

6This group may not be small enough for ' to factor through .G=H1/r . Instead, for any point of Gr , take
a translate of an open normal subgroup containing the point and fully contained in a fibre of '. In this way, we
get an open covering of Gr , which may be replaced by a finite subcovering because Gr is compact. Now let
H1 be the intesection of all the subgroups whose translates occur in this subcovering.
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COROLLARY 4.3 For every profinite group G and discrete G-module M , H r.G;M/ is a
torsion group for all r > 0.

PROOF. Each of the groups H r.G=H;MH /, r > 0, is torsion (see 1.31). 2

Most of the theory concerning the cohomology groups H r.G;M/ for r � 0 continues
to hold for the groups defined by continuous cochains. For example, if H is a closed
subgroup of G, there are maps Inf , Res, and Cor (the last requires H to be of finite index),
and there are cup-product maps.

In future, all cohomology groups will be defined using continuous cochains (and
the subscript cts will be dropped). In practice, this will mean that either G is an infinite
profinite group, and it matters that we take continuous cochains, or G is finite, in which
case it doesn’t (and the groups are defined for all r 2 Z).

PROPOSITION 4.4 Let G be a profinite group, and let M be a discrete G-module. If M D
lim
�!

Mi , where Mi �M , then H r.G;M/ D lim
�!

H r.G;Mi /.

PROOF. BecauseG is compact andM is discrete, the image of any r-cochain f WGr !M

is finite. Since the Mi form a directed system of submodules of M (i.e., given Mi and Mj ,
there is an Mk containing both of them) and M D

S
Mi , every finite subset of M is

contained in anMi . It follows that C r.G;M/ D lim
�!

C r.G;Mi /, and so Lemma 4.1 shows
that

H r.C �.G;M// D lim
�!

H r.C �.G;Mi //: 2

ASIDE 4.5 (For the experts.) LetG be a profinite group, let M.G/ be the category of allG-modules,
and C.G/ the category of discreteG-modules. Then C.G/ is a full subcategory of M.G/. Moreover,
there is a functor

M 7!M �
def
D

[
H open inG

MH
WM.G/! C.G/:

Clearly,
HomG.M;N

�/ D HomG.M;N /

for M a discrete G-module. The inclusion functor i WC.G/ ! M.G/ is exact, but doesn’t pre-
serve injectives—hence H r .G;M/ ¤ H r .G; iM/ in general. On the other hand, M 7! M � pre-
serves injectives, but is only left exact—hence C.M/ has enough injectives. Again H r .G;M/ ¤

H r .G;M �/ (however, there is a spectral sequence : : :).

NOTES In the mid-1930s, Hurewicz showed that the homology groups of an “aspherical space” X
depend only on the fundamental group � of the space. Thus one could think of the homology groups
Hr .X;Z/ of the space as being the homology groups Hr .�;Z/ of the group � . It was only in the
mid-1940s that Hopf, Eckmann, Eilenberg, MacLane, Freudenthal and others gave purely algebraic
definitions of the homology and cohomology groups of a group G. It was then found that H 1 co-
incided with the group of crossed homomorphisms modulo principal crossed homomorphisms, and
H 2 with the group of equivalence classes of “factor sets”, which had been introduced much earlier
(e.g., I. Schur, Über die Darstellung der endlichen: : : , 1904; O. Schreier, Über die Erweiterungen
von Gruppen, 1926; R. Brauer, Über Zusammenhänge: : : , 1926). For more on the history, see
Mac Lane 1978.

Our proof of Tate’s theorem follows Tate’s original proof (Tate 1952). At that time, there was
no published account of the Tate groups, and so Tate proved his theorem only for r � 0, but ended
with an enigmatic promise to extend the result to negative r and to recover the Artin map. The con-
struction of the Tate cohomology groups was first published in Cartan and Eilenberg 1956 following
Tate’s ideas.
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A good source for the material in the first three sections is Serre 1962, Part 3. There is a
somewhat abbreviated version of the same material in Atiyah and Wall 1967. See also Iyanaga
1975, Chapter I, and Weiss 1969. For the cohomology of profinite groups, see Serre 1964 and Shatz
1972.

For a discussion of the origins of cohomology in class field theory, see sx857593.

A Appendix: Some Homological Algebra
Ça me semble extrêmement plaisant de ficher
comme ça beaucoup de choses, pas drôles quand
on les prend séparément, sous le grand chapeau
des foncteurs dérivés.
Grothendieck, Letter to Serre, 18.2.1955.7

Some exact sequences8

LEMMA A.1 (THE EXTENDED SNAKE LEMMA) The exact commutative diagram in blue
gives rise to the exact sequence in red:

0 Kerf Ker a Ker b Ker c

A B C 0

0 A0 B 0 C 0

Coker a Coker b Coker c Cokerg0 0

f

a b c

g 0

d

PROOF. Except for the first and last terms, this is standard. A small diagram chase shows
that Kerf � Ker.a/, from which exactness at Ker a follows. The proof of exactness at
Coker c is similarly straightforward. 2

LEMMA A.2 (KERNEL-COKERNEL LEMMA) Every pair of homomorphisms

A
f
�! B

g
�! C

of abelian groups gives rise to an exact sequence

0! Kerf ! Kerg ı f
f
�! Kerg! Coker f ! Cokerg ı f ! Cokerg! 0:

7To me it seems extremely pleasant to stick all sorts of things, which are not much fun when considered
separately, under the big hat of derived functors

8Based on F. Lemmermeyer, The Snake Lemma.

https://math.stackexchange.com/questions/857593/
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PROOF. Apply the extended snake lemma to

A B Coker.f / 0

0 C C 0

f

gıf g

id
2

The language of category theory

A category C consists of a nonempty class ob.C/ of objects, a set Hom.A;B/ for each pair
of objects A;B (called the set of morphisms from A to B), and a map

.˛; ˇ/ 7! ˇ ı ˛WHom.A;B/ �Hom.B; C /! Hom.A; C /

for each triple of objects A;B;C , satisfying the following conditions:

(a) composition of morphisms is associative;

(b) for each object A, Hom.A;A/ has an element idA that is a left and right identity for
composition.

It is to be understood that the sets Hom.A;B/ are disjoint, so that a morphism determines
its source and target.

A covariant functor F WC! D is a “map” that attaches to each object A of C an object
F.A/ of D and to each morphism ˛WA ! B a morphism F.˛/WF.A/ ! F.B/ such that
F.˛ ı ˇ/ D F.˛/ ı F.ˇ/ and F.idA/ D idF.A/.

A functor F WC ! D is left adjoint to the functor GWD ! C if there is a natural
isomorphism

HomD.F.A/; B/ ' HomC.A;G.B//:

If the sets Hom.A;B/ are endowed with the structures of abelian groups in such a way
that the composition maps are bi-additive, and every finite collection of objects in C has a
direct sum, then C (together with the structures) is called an additive category. To say thatA
andB admit a direct sum means that there is an objectA˚B in C and maps iAWA! A˚B ,
iB WB ! A˚ B , pAWA˚ B ! A, pB WA˚ B ! B such that:

pA ı iA D idA pB ı iB D idB

pA ı iB D 0 pB ı iA D 0

iApA C iBpB D 1A˚B :

Let C be an additive category. A sequence

0! A! B
˛
�! C

is exact if the sequence of abelian groups

0! Hom.T; A/! Hom.T; B/! Hom.T; C /

is exact for all objects T . A sequence

A
ˇ
�! B ! C ! 0
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is exact if the sequence of abelian groups

0! Hom.C; T /! Hom.B; T /! Hom.A; T /

is exact for all objects T . When the first sequence is exact, A is called the kernel of ˛, and
when the second is exact, C is called the cokernel of ˇ.

A morphism A ! B is said to be injective (or a monomorphism) if 0 ! A ! B is
exact. Similarly, it is surjective (or an epimorphism) if A! B ! 0 is exact.

Let C be an additive category in which every morphism has both a kernel and a cokernel.
Let ˛WA ! B be morphism. The kernel of the cokernel B ! C of ˛ is called the image
of ˛, and the cokernel of the kernel of ˛ is called the coimage of ˛. There is a canonical
map from the coimage of ˛ to the image of ˛, and if this is always an isomorphism, then C
is called an abelian category.9

Functors between additive categories will be assumed to be additive, i.e., such that the
maps Hom.A;B/ ! Hom.F.A/; F.B// are homomorphisms of abelian groups. Such a
functor is said to be exact if it maps exact sequences to exact sequences.

For example, for every ring R, the category of R-modules is an abelian category, and,
for every topological space X , the category of sheaves of abelian groups on X is an abelian
category.

In the remainder of this section, C will be an abelian category. The reader will lose little
(so far as this course is concerned) by taking C to be the category of modules over a ring,
for example, the category of modules over a group ring ZŒG�.

Injective objects

Let C be an abelian category. An object I of C is injective if Hom.�; I / is an exact functor,
i.e., if

0! A! B ! C ! 0

exact in C implies that

0! Hom.C; I /! Hom.B; I /! Hom.A; I /! 0

is exact. The last sequence is automatically exact except at
Hom.A; I /, and so to say that I is injective means that, when-
ever A is a subobject of B , every homomorphism A! I extends
to B .

A B

I

An abelian category C is said to have enough injectives if every object admits an injec-
tive homomorphism into an injective object.

PROPOSITION A.3 A moduleM over a principal ideal domain R is injective if and only if
it is divisible, i.e., the map x 7! rx is surjective for all r 2 R, r ¤ 0.

PROOF. injective H) divisible: Letm 2M and let r be a nonzero element ofR. The map
x 7! rxWR! R is injective, and every extension of x 7! xmWR!M to R will send 1 to
an element m0 such that rm0 D m.

divisible H) injective: Suppose that M is divisible, and consider a homomorphism
˛WA ! M , where A is a submodule of B . On applying Zorn’s lemma to the set of pairs

9If you are mystified by this paragraph, you may find sx2263197 helpful.

https://math.stackexchange.com/questions/2263197/
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.A0; ˛0/, where A0 is a submodule of B containing A and ˛0 extends ˛ to A0, we obtain a
maximal such pair .A1; ˛1/. If A1 ¤ B , then there exists a b 2 B r A1, and we define
I D fr 2 R j rb 2 A1g. Because M is divisible, the map r 7! ˛1.rb/W I ! M extends10

to R, but this implies that ˛1 extends to A1 C Rb, which contradicts the maximality of
.A1; ˛1/. 2

Therefore, when R is a principal ideal domain, every quotient of an injective module is
injective, for example, K=R, where K is the field of fractions of R. In particular, Q=Z is
an injective abelian group.

PROPOSITION A.4 The category of modules over a principal ideal domain R has enough
injectives.

PROOF. Write M as a quotient M � F=N of a free R-module F , and consider the exact
commutative diagram,

0 N F M 0

0 N F ˝R K .F ˝R K/=N 0:

Because F ! F ˝R K is an injective map and F ˝R K is an injective object, the map
M ! .F ˝R K/ =N is an injective homomorphism of M into an injective R-module. 2

For abelian groups, the proposition can also be proved as follows: for an abelian group
M , let M_ D Hom.M;Q=Z/; choose a free abelian group F mapping onto M_, F �
M_; then M ,!M__ ,! F _, and F _ is injective.

PROPOSITION A.5 A functor that admits an exact left adjoint preserves injectives.

PROOF. Let F 0 be an exact left adjoint to the functor F WC! D . For every injective object
I in C, the functor HomD.�; F .I // is isomorphic to the functor HomC.F

0.�/; I /, which is
exact because it is the composite of two exact functors, namely, F 0 and HomC.�; I /. 2

Right derived functors

Let C be an abelian category with enough injectives, and let F WC ! D be a left exact
functor from C to a second abelian category. Thus, a short exact sequence

0!M 0 !M !M 00 ! 0

in C gives rise to an exact sequence

0! F.M 0/! F.M/! F.M 00/

in D. The theory of derived functors provides a natural extension of this last sequence to a
long exact sequence.

Let M be an object of C. A resolution of M is a long exact sequence

0!M ! I 0
d0

�! I 1 ! � � � ! I r
dr

�! I rC1 ! � � � :

If the I r ’s are injective objects of C, then it is called an injective resolution. We sometimes
denote this complex by M ! I �.

10For the moment, this is left as an exercise for the reader.
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LEMMA A.6 An injective resolution M ! I � of M exists, and if M ! J � is a second
injective resolution, then there exists a homomorphism from M ! I � to M ! J �, i.e.,
there exists a commutative diagram,

0 M I 0 I 1 � � �

0 M J 0 J 1 � � �

PROOF. By assumption, there exists an injective morphism

0!M ! I 0

with I 0 injective. Let B1 be the cokernel of the map. Again, there exists an injective
morphism

0! B1 ! I 1

with I 1 injective. Now
0!M ! I 0 ! I 1

is exact. Let B2 D Coker.B1 ! I 1/, and continue in this fashion.
Similarly, a morphism of resolutions can be constructed step by step, using the defini-

tion of an injective object. 2

On applying a left exact functor F to an injective resolution M ! I � of a object M ,
we obtain a complex

F.I �/WF.I 0/! F.I 1/! � � � ! F.I r/
F.dr /
����! F.I rC1/! � � �

which may no longer be exact, and so the cohomology groups

H r.F.I �//
def
D

Ker.F.d r//

Im.F.d r�1//

may be nonzero.

REMARK A.7 Because F is left exact, the sequence

0! F.M/! F.I 0/
d0

��! F.I 1/

is exact. Therefore,
H 0.F.I �//

def
D Ker.d0/ D F.M/:

PROPOSITION A.8 Let M ! I � and N ! J � be injective resolutions of objects M and
N of C. Every morphism ˛WM ! N extends to a map of complexes

M I �

N J �:

˛ ˛�

For every left exact functor F , the morphism

H r.F.˛�//WH r.F.I �//! H r.F.J �//

is independent of the choice of ˛�.
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We discuss the proof below.
The proposition, applied to the identity morphism M ! M , implies that the objects

H r.F.I �// are well-defined up to a well-defined isomorphism: given two injective resolu-
tions M ! I � and M ! J � of M , there exists a morphism ˛�W I � ! J � extending the
identity map on M , and the maps H r.F.I �//! H r.F.J �// it defines are isomorphisms
independent of the choice of ˛�. Now, for each object M of C, we choose an injective
resolution M ! I �, and we define

.RrF /.M/ D H r.F.I �//:

A morphism ˛WM ! N gives rise to a well-defined morphism .RrF /.M/! .RrF /.N /,
and these maps make RrF into a functor. They are called the right derived functors of F .

The next two lemmas prove something a little more precise than the proposition.

LEMMA A.9 Let M ! I � and N ! J � be resolutions of objects M and N of C. If
N ! J � is an injective resolution, then every morphism ˛WM ! N extends to a morphism

M I �

N J �:

of complexes.

PROOF. Bucur and Deleanu 1968, 7.5. 2

Two morphisms ˛�; ˇ�W I � ! J � of complexes are said to be homotopic if there exists
a family of morphisms kr W I r ! J r�1 (a homotopy) such that

˛r � ˇr D d r�1 ı kr C krC1 ı d r

for all r .
Note that, for every x 2 Zr.I �/ def

D Ker.d r/,

˛r.x/ � ˇr.x/ D d r�1.kr.x// 2 Im.d r�1/
def
D Br.J �/:

Therefore ˛r.x/ and ˇr.x/ have the same image inH r.J �/, and so homotopic morphisms
define the same morphism on cohomology.

LEMMA A.10 Let M ! I � be a resolution of M , and let N ! J � be an injective resolu-
tion N . Any two extensions ˛� and ˇ� of morphismsM ! N to I � ! J � are homotopic.

PROOF. Bucur and Deleanu 1968, 7.5. 2

This implies the second statement of Proposition A.8, because the family .F.kr// is a
homotopy from F.˛�/ to F.ˇ�/.

PROPOSITION A.11 A short exact sequence

0! A! B ! C ! 0

in C gives rise to a long exact sequence

0! F.A/! F.B/! F.C/! R1F.A/! � � �

� � � ! RrF.A/! RrF.B/! RrF.C/! � � �

and the association of the long exact sequence to the short exact sequence is functorial.
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The second condition means that a commutative diagram

0 A B C 0

0 A0 B 0 C 0 0

gives rise to a commutative diagram

� � � Rr�1F.C/ RrF.A/ RrF.B/ RrF.C/ � � �

� � � Rr�1F.C 0/ RrF.A0/ RrF.B 0/ RrF.C 0/ � � �

For the proof of the proposition, see Bucur and Deleanu 1968, 7.6.

REMARK A.12 The right derived functors of F are uniquely characterized (up to a unique
isomorphism of functors) by the following three properties:

(a) R0F D F ;

(b) RrF.I / D 0 for r > 0 when I is injective;

(c) the property in (A.11).

Variants

By reversing the directions of some of the arrows, one obtains variants of some of the above
definitions, for example, projective objects, left derived functors, etc.

The Ext groups

Let C be an abelian category.
Let A 2 C. If C has enough injectives, then we can define the right derived functors

of the left exact functor Hom.A; �/. Denote the r th right derived functor by Extr.A; �/. To
compute Extr.A;B/, we choose an injective resolution B ! I � of B , and set

Extr.A;B/ D H r.Hom.A; I �//:

Let B 2 C. If C has enough projectives, then we can define the right derived functors
of the left exact contravariant functor Hom.�; B/. Denote the r th right derived functor by
Extr.�; B/. To compute Extr.A;B/, we choose a projective resolution P� ! A of A, and
we set

Extr.A;B/ D H r.Hom.P�; B//:

PROPOSITION A.13 If C has enough injectives and enough projectives, then the two defi-
nitions of Extr.A;B/ coincide.

PROOF. We define the Extr using projectives, and prove that they have the properties char-
acterizing the right derived functors of Hom.A; �/.

First, certainly Ext0.A;B/ D Hom.A;B/.
To say that I is injective means that Hom.�; I / is exact. Therefore Hom.P�; I / is exact,

and so
Extr.A; I /

def
D H r.Hom.P�; I // D 0:
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Finally, if
0! B 0 ! B ! B 00 ! 0

is exact, then because P� ! A is a resolution of A by projectives, the sequence of com-
plexes

0! Hom.P�; B
0/! Hom.P�; B/! Hom.P�; B

00/! 0

is exact. By a standard procedure, we get out of this a long exact sequence

� � � ! H r.Hom.P�; B
0//! H r.Hom.P�; B//! H r.Hom.P�; B

00//! � � � : 2

EXAMPLE A.14 Let G be a group. Then ModG has both enough injectives and enough
projectives. For every G-module M , HomG.Z;M/ DMG , and so the functors Hom.Z; �/
and H 0.G; �/ agree. Hence, so also do their right derived functors:

ExtrG.Z;M/ ' H r.G;M/:

The last proposition allows us to compute these groups by choosing a projective resolution
P� ! Z of Z and setting

H r.G;M/ D H r.HomG.P�;M//: (25)

REMARK A.15 It would shorten the exposition in this chapter a little by adopting the for-
mula (25) as the definition of H r.G;M/. This is the approach taken by Atiyah and Wall
(1967), but it is not the natural definition.

References

For the general notion of derived functors, see Chapter 7 of Bucur and Deleanu 1968.



Chapter III

Local Class Field Theory:
Cohomology

In this chapter, we develop the cohomological approach to local class field theory. We first
prove that there exists a local Artin map (Theorem 3.4). Together with the theorems of
Chapter I, ��1–3, this suffices to complete the proofs of the main theorems of local class
field theory. For those who skipped the Lubin-Tate theory, we then give a proof of the main
theorems that is independent of Chapter I (except for �1).

Throughout this chapter, “local field” means “nonarchimedean local field”. As before,
Kal denotes an algebraic closure of K (or separable algebraic closure in the case that K
has characteristic p ¤ 0), and “extension of K” means “subfield of Kal containing K”.
All cohomology groups will computed using continuous cochains (see II, �4). For a Galois
extension of fields L=K (possibly infinite), set

H 2.L=K/ D H 2.Gal.L=K/;L�/:

For the moment, H 2.L=K/ is just a cohomology group, but in the next chapter we shall
see that it has an explicit interpretation as the relative Brauer group of L=K.

1 The Cohomology of Unramified Extensions

The cohomology of the units

Let K be a local field.

PROPOSITION 1.1 Let L=K be a finite unramified extension with Galois group G, and let
UL be the group of units in L. Then

H r
T .G;UL/ D 0; all r:

PROOF. If � is a prime element of L, then every element of L� can be written uniquely in
the form ˛ D u�m, u 2 UL, m 2 Z. Thus

L� D UL � �
Z
' UL � Z: (26)

Since L is unramified over K, we can choose � 2 K. Then �˛ D �.u�m/ D .�u/�m

for � 2 Gal.L=K/, and so (26) becomes a decomposition of G-modules when we let

97
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G act trivially on �Z ' Z. Therefore, H r.G;UL/ is a direct summand of H r.G;L�/

(see II, 1.25). Since H 1.G;L�/ D 0 by Hilbert’s theorem 90 (II, 1.22), this shows that
H 1.G;UL/ D 0. Because G is cyclic, to complete the proof of the theorem, it suffices (by
II, 3.4) to show that H 0

T .G;UL/ D 0. This is accomplished by the next proposition. 2

PROPOSITION 1.2 LetL=K be a finite unramified extension. Then the norm map NmL=K WUL !
UK is surjective.

We first need some lemmas. Let l and k be the residue fields of L and K. Because
L=K is unramified, the action of G on OL defines an isomorphism G ' Gal.l=k/.

LEMMA 1.3 For m > 0, let U .m/L D 1CmmL . Then

UL=U
.1/
L

'
�! l�

U
.m/
L =U

.mC1/
L

�
�! l

as G-modules.

PROOF. Let � be a prime element of K. It remains prime in L, and

U
.m/
L D f1C a�m j a 2 OLg:

The maps

u 7! u mod mLWUL ! l�

1C a�m 7! a mod mLWU
.m/
L ! l

induce the required isomorphisms. 2

LEMMA 1.4 For all r ,H r
T .G; l

�/ D 0. In particular, the norm map l� ! k� is surjective.

PROOF. By Hilbert’s Theorem 90 (II, 1.22), H 1.G; l�/ D 0, and because l� is finite, its
Herbrand quotient h.l�/ D 1 (see II 3.8). Therefore H 2.G; l�/ D 0, and this implies that
all the groups are zero (by II, 3.4). 2

LEMMA 1.5 The group H r
T .G; l/ D 0 for all r . In particular, the trace map l ! k is

surjective.

PROOF. In (II, 1.24) this is proved for r > 0, which implies it for all r (by II, 3.4). 2

PROOF (OF PROPOSITION 1.2) There are commutative diagrams (m > 0)

UL l� U
.m/
L l

UK k� U
.m/
K k:

Nm Nm Nm Tr

Consider u 2 UK . Because the norm map l� ! k� is surjective, there exists a v0 2
UL such that Nm.v0/ and u have the same image in k�, i.e., such that u=Nm.v0/ 2
U
.1/
K . Because the trace map l ! k is surjective, there exists a v1 2 U

.1/
L such that

Nm.v1/ � u=Nm.v0/ mod U
.2/
K . Continuing in this fashion, we obtain a sequence of

elements v0; v1; v2; v3; : : :, vi 2 U
.i/
L , such that u=Nm.v0 � � � vi / 2 U

.iC1/
K . Let v D

limm!1
Qm
jD0 vj . Then u=Nm.v/ 2

T
U
.i/
K D f1g. 2
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COROLLARY 1.6 Let L=K be an infinite unramified extension with Galois group G. Then
H r.G;UL/ D 0 for r > 0 (continuous cochains).

PROOF. The field L is a union of finite extensions K 0 of K, and so (see II, 4.2),

H r.Gal.L=K/; UL/ ' lim
�!K0

H r.Gal.K 0=K/; UK0/ D 0: 2

The invariant map

Let L be an unramified extension of K (possibly infinite), and let G D Gal.L=K/.
As H 2.G;UL/ D 0 D H 3.G;UL/, the cohomology sequence of the short exact se-

quence

0! UL ! L�
ordL
�! Z! 0;

gives an isomorphism

H 2.G;L�/
H2.ordL/
�������!
'

H 2.G;Z/:

The groupsH r.G;Q/ are torsion for r > 0 (see II, 4.3) and uniquely divisible (because
Q is), and hence zero. Therefore the cohomology sequence of the short exact sequence

0! Z! Q! Q=Z! 0

(trivial G-actions) gives an isomorphism

H 1.G;Q=Z/
ı
�! H 2.G;Z/:

Recall that
H 1.G;Q=Z/ ' Homcts.G;Q=Z/

and that G has a canonical topological generator, namely, the Frobenius element � D
FrobL=K . The composite of

H 2.L=K/ H 2.G;Z/ H 1.G;Q=Z/ ' Homcts.G;Q=Z/ Q=ZordL
' '

ı f 7!f .�/

is called the invariant map

invL=K WH
2.L=K/! Q=Z:

Consider a tower of field extensions

E � L � K

with both E and L unramified (hence Galois) over K. Then

H 2.L=K/ Q=Z

H 2.E=K/ Q=Z

invL=K

Inf

invE=K

commutes, because all the maps in the definition of inv are compatible with Inf .
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THEOREM 1.7 There exists a unique isomorphism

invK WH
2.Kun=K/! Q=Z;

with the property that, for every L � Kun of finite degree n over K, invK induces the
isomorphism

invL=K WH
2.L=K/! 1

ŒLWK�
Z=Z:

PROOF. This is an immediate consequence of the above discussion. 2

PROPOSITION 1.8 Let L be a finite extension of K of degree n, and let Kun and Lun be
the largest unramified extensions of K and L. Then the following diagram commutes:

H 2.Kun=K/ H 2.Lun=L/

Q=Z Q=Z:

Res

invK invL

n

(27)

PROOF. The largest unramified extension of a local field is obtained by adjoining all mth
roots of 1 for m not divisible by the residue characteristic. Therefore, Lun D L �Kun, and
so the map

� 7! � jKun
WGal.Lun=L/! Gal.Kun=K/

is injective. The map denoted Res in (27) is that defined by the compatible homomorphisms

Gal.Kun=K/  Gal.Lun=L/

Kun� ! Lun�

(II, 1.27b).
Let �K D Gal.Kun=K/ and �L D Gal.Lun=L/, and consider the diagram,

H 2.Kun=K/ H 2.�K ;Z/ H 1.�K ;Q=Z/ Q=Z

H 2.Lun=L/ H 2.�L;Z/ H 1.�L;Q=Z/ Q=Z:

ordK
'

Res eRes

'

ı g 7!g.�K/

eRes fe

ordL
' '

ı g 7!g.�L/

Here e is the ramification index for L=K and f is the residue class degree. The first
square is obtained from the commutative square

Kun� Z

Lun� Z:

ordK

e

ordL

The second square expresses the fact that the restriction map commutes with the boundary
map. Apart from the factor “e”, the third square is

Hom.�K ;Q=Z/ Q=Z

Hom.�L;Q=Z/ Q=Z:

g 7!g.�K/

g 7!gj�L f

g 7!g.�L/
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The Frobenius elements �K and �L are determined by the fact that they induce x 7! xq

and x 7! xq
f

respectively on the residue fields, where q D jkj and qf D jl j, and so
�LjK

un D �
f
K . It is now clear that the square commutes, and since n D ef , this proves the

proposition. 2

The local Artin map

Let L be a finite unramified extension of K with Galois group G, and let n D ŒLWK�.
The local fundamental class uL=K is the element of H 2.L=K/ mapped to the generator
1

ŒLWK�
of 1

ŒLWK�
Z=Z by the invariant map invL=K WH

2.L=K/
'
�!

1
ŒLWK�

Z=Z. The pair
.G;L�/ satisfies the hypotheses of Tate’s theorem (II, 3.11),1 and so cup-product with the
fundamental class uL=K defines an isomorphism

H r
T .G;Z/! H rC2

T .G;L�/

for all r 2 Z. For r D �2, this becomes

H�2.G;Z/ H 0.G;L�/

G K�=Nm.L�/:

'

II, 2.7

We now compute this map explicitly.
A prime element � of K is also a prime element of L, and defines a decomposition

L� D UL � �
Z
' UL � Z

of G-modules. Thus

H r.G;L�/ ' H r.G;UL/˚H
r.G; �Z/:

Choose a generator � of G (e.g., the Frobenius generator), and let

f 2 H 1.G;Q=Z/ ' Hom.G;Q=Z/

be the element such that f .� i / D i
n

mod Z for all i . It generates H 1.G;Q=Z/.
From the exact sequence

0! Z! Q! Q=Z! 0

and the fact that H r.G;Q/ D 0 for all r , we obtain an isomorphism

ıWH 1.G;Q=Z/! H 2.G;Z/:

According to the description of ı in (II, 1.21), to construct ıf , we first choose a lifting
of f to 1-cochain Qf WG ! Q. We take Qf to be the map � i 7! i

n
, where 0 � i < n � 1.

Then

d Qf .� i ; �j / D � i Qf .�j / � Qf .� iCj /C Qf .� i / D

�
0 if i C j � n � 1

1 if i C j > n � 1:

1For the condition on H1, use Hilbert’s Theorem 90, and for the condition on H2, use the invariant map.
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When we identify Z with the subgroup �Z of L�, we find that the fundamental class
uL=K 2 H

2.G;L�) is represented by the cocycle:

'.� i ; �j / D

�
1 if i C j � n � 1

� if i C j > n � 1

From the exact sequences

0! I ! ZŒG�! Z! 0

0! L� ! L�.'/! I ! 0

(see the proof of II, 3.11) we obtain boundary maps

H�2.G;Z/! H�1.G; I /

H�1.G; I /! H 0.G;L�/;

which are isomorphisms because ZŒG� and L�.'/ have trivial cohomology. Here L�.'/ is
the splitting module L� ˚

L
�2G;�¤1 Zx� of '.

Finally, H�2.G;Z/ def
D H1.G;Z/ ' G (see II, 2.7).

PROPOSITION 1.9 Under the composite

H�2.G;Z/ H 0.G;L�/

G K�=Nm.L�/:

'

II, 2.7

of the above maps, the Frobenius element � 2 G maps to the class of � in K�=Nm.L�/.

Note that, because all units in K are norms from L� (see 1.2), the class of � mod
Nm.L�/ is independent of the prime element � . On the other hand, the G-module L�.'/
and the map depend on the choice of the generator � for G.

PROOF. From the construction of the isomorphismH�2.G;Z/ ' G, we see that the image
of � under the boundary map H�2.G;Z/ ! H�1.G; IG/ � IG=I

2
G is represented by

� � 1.
The boundary map H�1.G; IG/! H 0.G;L�/ is that given by the snake lemma from

the diagram (we write I for IG):

H�1.G; I /

.L�/G L�.'/G .I /G 0

0 L�G L�.'/G IG

H 0.G;L�/:
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The vertical maps connecting the rows are NmG D
Pn�1
iD0 �

i . The element .� � 1/C I 2

is the image of x� C I � L�.'/ in L�.'/G , and NmG.x� C I � L
�.'// is the sum of the

elements:
x� D x�
�x� D x�2 � x� C '.�; �/

�2x� D x�3 � x�2 C '.�; �
2/

� � � � � �

�n�1x� D ‘x1 ’ � x�n�1 C '.�; �
n�1/

:

On summing these, remembering that ‘x1’D '.1; 1/ D 1 and that C on the factor L� of
L.'/ is actually �, we find that

NmG.x� / D

n�1Y
iD1

'.�; � i / D �:

This completes the proof. 2

REMARK 1.10 The above proof of Proposition 1.9, using Tate’s original definition of the
isomorphism H r.G;Z/ ! H rC2.G; C /, is simpler than that found in other references,
which uses the description of the map in terms of cup products.

2 The Cohomology of Ramified Extensions

Because of Hilbert’s Theorem 90 (II, 1.22), there is an exact sequence

0! H 2.L=K/
Inf
��! H 2.E=K/

Res
��! H 2.E=L/

for any tower of Galois extensions E � L � K (see II, 1.36).
The next theorem extends Theorem 1.7 to ramified extensions.

THEOREM 2.1 For every local field K, there exists a canonical isomorphism

invK WH
2.Kal=K/! Q=Z:

Let L be a Galois extension of K of degree n <1. Then the diagram

0 H 2.L=K/ H 2.Kal=K/ H 2.Kal=L/

0 1
n
Z=Z Q=Z Q=Z

Res

invK invL

n

(28)

commutes, and therefore defines an isomorphism

invL=K WH
2.L=K/! 1

n
Z=Z:

The proof will occupy most of the rest of the section.

LEMMA 2.2 If L=K is Galois of finite degree n, then H 2.L=K/ contains a subgroup
canonically isomorphic to 1

n
Z=Z.
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PROOF. Consider the diagram

0 Ker.Res/ H 2.Kun=K/ H 2.Lun=L/

0 H 2.L=K/ H 2.Kal=K/ H 2.Kal=L/

Res

Inf Inf

Res

Since the two inflation maps are injective, so also is the first vertical map, but 1.8 shows
that the kernel of the restriction map on the top row is canonically isomorphic to 1

n
Z=Z. 2

To complete the proof of Theorem 2.1, it suffices to prove that the map 1
n
Z=Z ,!

H 2.L=K/ is an isomorphism. There are two different approaches to proving this. In the
next chapter on Brauer groups, we shall show that H 2.Kun=K/ ' H 2.Kal=K/ (every
central simple algebra over K is split by an unramified extension; see IV �4), and so the
vertical maps in the above diagram are isomorphisms. The second proof, which we now
present, shows that

ˇ̌
H 2.L=K/

ˇ̌
� n.

LEMMA 2.3 Let L be a finite Galois extension of K with Galois group G. Then there
exists an open subgroup V of OL, stable under G, such that H r.G; V / D 0 for all r > 0.

PROOF. Let fx� j � 2 Gg be a normal basis for L over K (see FT, 5.18). The x� have a
common denominator d in OK (see ANT, 2.6). After replacing each x� with d �x� , we may
suppose that they lie in OL. Take V D

P
OKx� . It is stable under G because the normal

basis is. Let � be a prime element of OL. Then V � �mOL for somem > 0, which shows
that V is open (it is union of cosets of �mOL). Finally,

V ' OK ŒG� ' IndG OK

as G-modules, and so H r.G; V / D 0 for all r > 0 (II, 1.12). 2

LEMMA 2.4 Let L,K, and G, be as in the last lemma. Then there exists an open subgroup
V of UL stable under G such that H r.G; V / D 0 for all r > 0.

PROOF. I prove this only for K of characteristic zero.2 The power series

ex D 1C x C � � � C xn=nŠC � � �

converges for ord.x/ > ord.p/=.p�1/ (ANT, 7.29). It defines an isomorphism of an open
neighbourhood of 0 in L onto an open neighbourhood of 1 in L�, with inverse mapping

log.x/ D .x � 1/ � .x � 1/2=2C .x � 1/3=3 � � � � :

Both maps commute with the actions of G (because G acts continuously). If V 0 is an open
neighbourhood of 0 as in (2.3), then �MV 0 will have the same properties, and we can take
V D exp.�MV 0/ with M chosen to be sufficiently large that the exponential function is
defined and an isomorphism on �MV 0. 2

LEMMA 2.5 Let L=K be a cyclic extension of degree n; then h.UL/ D 1 and h.L�/ D n.

2For a proof of the characteristic p case, see p. 134 of Serre 1967b.
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PROOF. Let V be an open subgroup of UL with H r.G; V / D 0 for all r . Because UL
is compact, the quotient UL=V is finite, and so h.UL/ D h.V / D 1 by II, 3.9. Now
h.L�/ D h.UL/ � h.Z/ D h.Z/, and

h.Z/ D
ˇ̌
H 0
T .G;Z/

ˇ̌
=
ˇ̌
H 1.G;Z/

ˇ̌
D
ˇ̌
H 0
T .G;Z/

ˇ̌
D jZ=nZj D n: 2

LEMMA 2.6 Let L be a finite Galois extension of K of order n, then H 2.L=K/ has order
n.

PROOF. We know that the order of H 2.L=K/ is divisible by n, and that it equals n when
L=K is cyclic. We prove the lemma by induction on ŒLWK�. Because the group Gal.L=K/
is solvable (ANT, 7.59), there exists a Galois extension K 0=K with L % K 0 % K. From
the exact sequence

0! H 2.K 0=K/! H 2.L=K/! H 2.L=K 0/

we see that ˇ̌
H 2.L=K/

ˇ̌
�
ˇ̌
H 2.K 0=K/

ˇ̌
�
ˇ̌
H 2.L=K 0/

ˇ̌
D n: 2

PROOF (OF THEOREM 2.1) From the diagram in the proof of (2.2) we see that, for ev-
ery finite Galois extension L of K, the subgroup H 2.L=K/ of H 2.Kal=K/ is contained
in H 2.Kun=K/. Since H 2.Kal=K/ D

S
H 2.L=K/, this proves that the inflation map

H 2.Kun=K/ ! H 2.Kal=K/ is an isomorphism. Compose the inverse of this with the
invariant map invK WH

2.Kun=K/! Q=Z of Theorem 1.7. 2

In fact, the diagram in Theorem 2.1 commutes even when L=K is not Galois:

invL ıRes D ŒL W K� invK : (29)

(In this setting, we define H 2.L=K/ to be the kernel of the restriction map.)
I claim that

invK ıCor D invL : (30)

Because Res is surjective (see diagram (28)), to prove this it suffices to show that

invK ıCor ıRes D invL ıRes :

But Cor ıRes D ŒL W K� by (II, 1.30), and so this is the preceding equality (29).

The fundamental class

Let L be a finite Galois extension of K with Galois group G. As in the unramified case,
we define the fundamental class uL=K of L=K to be the element uL=K ofH 2.L=K/ such
that

invL=K.uL=K/ D
1

ŒLWK�
mod Z;

or, equivalently, such that

invK.uL=K/ D
1

ŒL W K�
mod Z:
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LEMMA 2.7 Let L � E � K with L=K finite and Galois. Then

Res.uL=K/ D uL=E ; (31)

Cor.uL=E / D ŒE W K�uL=K : (32)

Moreover, if E=K is also Galois, then

Inf.uE=K/ D ŒLWE�uL=K : (33)

PROOF. Consider

H 2.Kal=K/ H 2.Kal=E/ H 2.Kal=L/

Q=Z Q=Z Q=Z:

Res

invK'

Res

invE' invL'

ŒE WK� ŒLWE�

On applying the kernel-cokernel lemma (II, A.2) to the rows (and using that the lemma is
functorial), we obtain a commutative diagram,

0 H 2.E=K/ H 2.L=K/ H 2.L=E/

0 1
ŒE WK�

Z=Z 1
ŒLWK�

Z=Z 1
ŒLWE�

Z=Z:

Inf

invE=K

Res

invL=K invL=K

id ŒE WK�

Here H 2.E=K/ is defined to be the kernel of ResWH 2.Kal=K/ ! H 2.Kal=E/. The
equality (31) expresses the fact that the second square commutes. When E=K is Galois,
the equality (33) expresses the fact that the first square commutes.

Equality (32) follows from comparing

invK.CorE=K.uL=E //
(30)
D invE .uL=E / D

1

ŒLWE�
mod Z

invK.uL=K/ D
1

ŒLWK�
mod Z: 2

REMARK 2.8 There are groups K�=Nm.L�/ and H 2.L=K/ attached to every finite ex-
tension L=K of local fields. When L=K is cyclic, they are isomorphic, but not otherwise.
The first group is always isomorphic to Gal.M=K/, where M is the largest abelian subex-
tension of L=K (see 3.4, 3.5), and the second is always cyclic of order ŒL W K�. Thus, when
L=K is abelian but not cyclic, the two groups have the same order but are not isomorphic,
and when L=K is not abelian, they have different orders.

3 The Local Artin Map

The pair .G;L�/ satisfies the hypotheses of Tate’s theorem (II, 3.11);and so we have proved
the following result.
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THEOREM 3.1 For every finite Galois extension of local fields L=K and r 2 Z, the homo-
morphism

H r
T .Gal.L=K/;Z/! H rC2

T .Gal.L=K/;L�/

defined by x 7! x[uL=K is an isomorphism. When r D �2, this becomes an isomorphism

Gab
' K�=NmL=K.L

�/.

If L � E � K with L=K Galois, then the homomorphism in the theorem commutes
with both Res and Cor. For example, to prove the statement for Res we must show that

Res.x [ uL=K/ D Res.x/ [ uL=E

for all x 2 H r
T .Gal.L=K/;L�/. But a standard property of cup-products (II, 1.39c) is that

Res.x [ uL=K/ D Res.x/ [ Res.uL=K/;

and so this follows from (31). The proof for Cor is similar.
If L � E � K with L=K and E=K Galois and x 2 H r.Gal.E=K/;E�/ with r � 1,

then
Inf.x [ uE=K/ D ŒL W E� Inf.x/ [ uL=K :

Again, this follows from a standard property of cup-products (1.39e) and the formula (33).
For r D �2, the map in the theorem becomes

Gal.L=K/ab
'
! K�=NmL=K L

�:

We denote the inverse map by

�L=K W K
�=NmL=K L

�
! Gal.L=K/ab

and call it the local Artin map, or by recL=K and call it the local reciprocity map. (The
second name is more common, but it is hard to see any reciprocity in the map.)

LEMMA 3.2 Let L � E � K be local fields with L=K Galois. Then the following
diagrams commute:

E� Gal.L=E/ab

K� Gal.L=K/ab

�L=E

NmE=K

�L=K

E� Gal.L=E/ab

K� Gal.L=K/ab

�L=E

�L=K

Ver

The unmarked vertical arrows are induced by the inclusions Gal.L=E/ � Gal.L=K/ and
K � E.

PROOF. To be added (the second is not really needed). 2

3.3 Let L � E � K be local fields with both L and E Galois overK. Then the following
diagram commutes:

K� Gal.L=K/ab

Gal.E=K/ab

�L=K

�E=K

The unmarked vertical arrow is induced by the surjection � 7! � jEWGal.L=K/� Gal.E=K/.
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PROOF. This follows directly from the definition of the local Artin map, using (33).3 2

In particular, if L � E � K is a tower of finite abelian extensions of K, then
�L=K.a/jE D �E=K.a/ for all a 2 K�, and so we can define 'K WK� ! Gal.Kab=K/

to be the homomorphism such that, for every finite abelian extension L=K, �K.a/jL D
'L=K.a/.

THEOREM 3.4 For every local field K, there exists a homomorphism (local Artin map)

�K WK
�
! Gal.Kab=K/

with the following properties:

(a) for every prime element � of K, �K.�/jKun D FrobK I

(b) for every finite abelian extension L of K, NmL=K.L
�/ is contained in the kernel of

a 7! �K.a/jL, and �K induces an isomorphism

�L=K WK
�=NmL=K.L

�/! Gal.L=K/:

PROOF. Everything is obvious from the above, except (a), which follows from the fact that,
for an unramified extension L of K, �L=K agrees with that defined in �1, and so we can
apply Proposition 1.9. 2

For those who have read �3 of Chapter I, this completes the proof of the main theorems
of local class field theory — they can now skip to Chapter V if they wish. Others will need
to continue to the end of the chapter.

THEOREM 3.5 (NORM LIMITATION THEOREM) Let L be a finite extension of K, and let
E be the largest abelian extension of K contained in L; then

NmL=K.L
�/ D NmE=K.E

�/:

PROOF. Because of the transitivity of the norm map, NmL=K.L�/ is a subgroup of NmE=K.E�/.
If L=K is Galois, then Gal.E=K/ D Gal.L=K/ab, and so Theorem 3.1 shows that both
norm groups have index ŒEWK� in K�. This implies that they are equal.

In the general case, we let L0 be a finite Galois extension of K containing L. Let
G D Gal.L0=K/ and H D Gal.L0=L/. Thus:

L0

L

E

K

H

G

3Hervé Jacquet has pointed out that this doesn’t appear to be correct, but that the statement can be proved
using Proposition 3.6. I don’t know whether it can be proved without using 3.6.
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ThenE is the largest subfield ofL0 that is abelian overK and contained inL. Therefore,
the subgroup ofG fixing it isG0 �H , whereG0 is the derived group ofG. Let a 2 Nm.E�/.
We have to show that a 2 Nm.L�/. Consider the commutative diagram

L� H=H 0

K� G=G0

K� G=G0H:

�L0=L

Nm

�L0=K

�E=K

The element �L0=K.a/ of G=G0 maps to 1 in G=G0H . As �L0=L is surjective, we see
from the diagram that there exists a b 2 L� such �L0=K.a/ D �L0=K.Nm.b//, and hence
a=Nm.b/ 2 Nm.L0�/, say, a=Nm.b/ D Nm.c/. Now

a D NmL=K.b �NmL0=L.c// 2 NmL=K.L
�/: 2

Theorem 3.5 shows that there is no hope of classifying nonabelian extensions of a local
field in terms of the norm groups.

Alternative description of the local Artin map

Let L=K be a finite abelian extension with Galois group G, and let uL=K 2 H 2.G;L�/ be
the fundamental class. The local Artin map �L=K is the inverse to the isomorphism

x 7! x [ uL=K W H
�2
T .G;Z/! H 0

T .G;L
�/:

This definition is difficult to work with because cup-products involving both homology and
cohomology groups have no very convenient description. Instead, we re-interprete the map
purely in terms of cohomology groups. Consider the cup-product pairing

H 0.G;L�/�H 2.G;Z/ H 2.G;L�/ Q=Z:
invL=K

Given an element a 2 H 0.G;L�/ D K� and a class c 2 H 2.G;Z/ represented by a
cocycle f WG �G ! Z, the cup-product class a[ c is represented by the cocycle .�; �/ 7!
af .�;�/. Recall also that we have an isomorphism

Hom.G;Q=Z/ D H 1.G;Q=Z/
ı
�! H 2.G;Z/:

PROPOSITION 3.6 For every � 2 Homcts.G;Q=Z/ and a 2 K�,

�.�L=K.a// D invK.a [ ı�/:

PROOF. See Serre 1962, “Annexe” to Chapter XI, and Serre 1967a, p. 140. 2

Using this, we can get another proof of Proposition 3.4.

LEMMA 3.7 If L=K is unramified, �L=K sends a 2 K� to FrobordK.a/.



110 Chapter III. Local Class Field Theory: Cohomology

PROOF. Recall that invK is defined to be the composite

H 2.G;L�/
ord
��! H 2.G;Z/

ı
 � Hom.G;Q=Z/

�7!�.�/
������! Q=Z:

Because of the functoriality of cup-products

ord.a [ ı�/ D ord.a/ [ ı�; a 2 K�; � 2 Hom.G;Q=Z/

where, on the left ord denotes the map on H 2 induced by ordLWL
� � Z, and on the

right it is the map itself. Let a 2 H 0.G;L�/ D K�, and let m D ordL.a/. For every
� 2 Hom.G;Q=Z/, in the above diagram,

a [ ı� 7! ord.a/ [ ı� 7! m� 7! �.�m/; � D Frob;

i.e., invK.a [ ı�/ D �.�m/. On combining this with the formula in (3.6) we find that

�.�.˛// D �.�ord.˛//

for all � 2 Hom.G;Q=Z/, and so �.˛/ D �ord.˛/. 2

For every character � of G, we get a character a 7! invK.a [ ı�/ of K�. By duality
we get a map K� ! G. Proposition 3.6 shows that this map is �L=K WK� ! Gal.L=K/.

4 The Hilbert symbol

Since the subgroups of finite index in K� intersect in f1g, the existence theorem implies
that the norm groups intersect in 1. The following key result is the starting point in our
proof of the existence theorem.

PROPOSITION 4.1 LetK be a local field containing a primitive nth root of 1. Any element
ofK� that is a norm from every cyclic extension ofK of degree dividing n is an nth power.

This will be a consequence of the theory of the Hilbert symbol.

A VERY SPECIAL CASE

We explain in this subsection how to obtain the proposition in the special case K D Qp,
n D 2, by using only elementary results from Serre 1970, Chapter III.

For a; b 2 Q�p , define

.a; b/p D

�
1 if z2 D ax2 C by2 has a nontrivial solution in Qp
�1 otherwise.

Clearly, .a; b/p depends only a and b modulo squares, and so this is a pairing

a; b 7! .a; b/p W Q�p=Q
�2
p �Q�p=Q

�2
p ! f˙1g:

Serre shows (ibid. 1.1, 1.2) that this pairing is bi-multiplicative

.aa0; b/p D .a; b/p.a
0; b/p; .a; bb0/p D .a; b/p.a; b

0/p;
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symmetric (which in this case is the same as skew-symmetric)

.b; a/p D .a; b/
�1
p D .a; b/p;

and nondegenerate (i.e., the left and right kernels are trivial).
Let a be an element of Q�p that is not a square. Then

b is a norm from QpŒ
p
a� ” b D z2 � ax2 has a solution in Qp
” z2 D ax2 C by2 has a nontrivial solution in Qp
” .a; b/p D 1:

Thus,

b is a norm from QpŒ
p
a� for all a H) .a; b/p D 1 for all a H) b 2 Q�2p ;

by the nondegeneracy of the pairing. This proves the proposition in this case.

ASIDE 4.2 The map a; b 7! .a; b/p is called the Hilbert symbol. It is defined also for R, and Serre
proves (Hilbert product formula) Y

p�1

.a; b/p D 1. (34)

The general case

In this subsection, Hom.G;Z=nZ/ denotes the group of continuous homomorphisms G !
Z=nZ.

STEP 1. REVIEW.
Recall that for every cyclic group NG and NG-module M , there are isomorphisms

H r
T .
NG;M/! H rC2

T . NG;M/;

which become canonical once one chooses a generator � of NG. More precisely, let n D . NG W
1/ and let � be the isomorphism NG ! Z=nZ sending � to 1 mod n. From the cohomology
sequence of

0! Z
n
! Z! Z=nZ! 0;

we obtain a boundary map ıWH 1. NG;Z=nZ/! H 2. NG;Z/. The isomorphism

H r
T .
NG;M/! H rC2

T . NG;M/

is b 7! ı� [ b.
Now let K be a field (not necessarily local), and let L=K cyclic extension with Galois

group NG (of order n). When r D 0 and M D L�, the isomorphism becomes

b 7! ı� [ b W K�=NmL� ! H 2. NG;L�/:

For � 2 Hom. NG;Z=nZ/ and b 2 K�, define

.�; b/0 D ı� [ b 2 H 2. NG;L�/:

The above discussion shows that, if � is an isomorphism NG ! Z=nZ, then

.�; b/0 D 0 ” b is a norm from L�:
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STEP 2.
Let K be a field (not necessarily local). If K has characteristic p ¤ 0, then we require

n to be relatively prime to p. Let Kal be a separable algebraic closure of K (thus, simply
an algebraic closure if K is perfect), and let G D Gal.Kal=K/. Let �n be the group of
nth roots of 1 in Kal, regarded as a G-module. Under our assumption on n, �n is a cyclic
group of order n.

From the cohomology sequence of

0 �n Kal� Kal� 0
x 7!xn

and Hilbert’s theorem 90 (II, 1.22) we find that

ı W K�=K�n
'
! H 1.G;�n/; H 2.G;�n/

'
! H 2.G;Kal�/n:

Here H 2.G;Kal�/n denotes the group of elements in H 2.G;Kal�/ killed by n.
Consider the cup-product pairing

H 1.G;Z=nZ/ � H 1.G;�n/ ! H 2.G;�n/

' ' '

Hom.G;Z=nZ/ K�=K�n H 2.G;Kal�/n:

For � 2 Hom.G;Z=nZ/ and b 2 K�=K�n, we write .�; b/ for the image of the pair under
the above pairing: .�; b/ D � [ ıb (as an element of H 2.G;Kal�/).

Let � 2 Hom.G;Z=nZ/ and (for simplicity) assume that � has order n. Let L� be the
subfield of Kal fixed by Ker.�/. Thus L� is a cyclic extension of K of degree n, and �
induces an isomorphism of its Galois group NG with Z=nZ. Let b 2 K�, and let

.�; b/0 D ı� [ b 2 H 2. NG;L�/;

as in Step 1. Then
Inf..�; b/0/ D .�; b/:

Since the inflation map H 2. NG;L�/ ! H 2.G;Kal�/ is injective (see II, 1.36), we deduce
that

.�; b/ D 0 ” b is a norm from L�� .

STEP 3.
Now assume that K is a local field, so that we have a canonical isomorphism

invK WH
2.G;Kal�/! Q=Z:

For � 2 Hom.G;Z=nZ/ ' H 1.G;Z=nZ/ and b 2 K�=K�n ' H 1.G;�n/, we now
define

.�; b/ D invK.� [ ıb/ 2
1

n
Z=Z:

Thus, we have a canonical pairing

�; b 7! .�; b/WH 1.G;Z=nZ/ �H 1.G;�n/! H 2.G;�n/ '
1

n
Z=Z:

PROPOSITION 4.3 The left kernel of this pairing is zero.
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PROOF. Let � 2 Hom.G;Z=nZ/; we have to show that if .�; b/ D 0 for all b 2 K�=K�n,
then � D 0.

Recall that the composite of the local Artin map �K WK� ! Gal.Kab=K/ with

� 7! � jLWGal.Kab=K/! Gal.L=K/

is surjective for every finite extension L ofK contained inKab. This implies that the image
of �K is dense in Gal.Kab=K/. Recall (3.6) that, for b 2 K�,

.�; b mod K�n/ D �.�K.b//:

Because � is continuous, if it is zero on �K.K�/, then it is zero on the whole of Gal.Kab=K/.2

STEP 4.
Now assume that K contains a primitive nth root of 1. Thus, �n � Z=nZ as a G-

module (the isomorphism depends on the choice of a primitive nth root of 1). In particular,
�n ˝ �n � �n, and so H 2.G;�n ˝ �n/ � H 2.G;�n/ (noncanonically). There is a
canonical isomorphism

H 2.G;�n/˝ �n
'
! H 2.G;�n ˝ �n/;

which can be defined as x; y 7! x[y. On combining this with the isomorphismH 2.G;�n/!
1
n
Z=Z given by the invariant map, we obtain an isomorphism

H 2.G;�n ˝ �n/ ' �n:

Thus, we have a cup-product pairing

H 1.G;�n/ � H 1.G;�n/ ! H 2.G;�n ˝ �n/

' ' '

K�=K�n K�=K�n �n:

For a; b 2 K�, their image in �n under this pairing is denoted .a; b/. The pairing is called
the Hilbert symbol.

THEOREM 4.4 The Hilbert symbol has the following properties.

(a) It is bi-multiplicative, i.e.,

.aa0; b/ D .a; b/.a0; b/; .a; bb0/ D .a; b/.a; b0/:

(b) It is skew-symmetric, i.e.,
.b; a/ D .a; b/�1:

(c) It is nondegenerate, i.e.,

.a; b/ D 1 for all b 2 K�=K�n H) a 2 K�n;

.a; b/ D 1 for all a 2 K�=K�n H) b 2 K�n:

(d) .a; b/ D 1 if and only if b is a norm from KŒ n
p
a�.
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PROOF. Statements (a) and (b) are immediate from the definition of the Hilbert symbol in
terms of cup-products.

We next prove (c). Choose an nth root of 1, and use it to define isomorphisms Z=nZ!
�n and �n ! �n ˝ �n. The diagram defined by these maps,

H 1.G;�n/ � H 1.G;�n/ ! H 2.G;�n ˝ �n/ ' H 2.G;�n/˝ �n

" k "

H 1.G;Z=nZ/ � H 1.G;�n/ ! H 2.G;�n/;

commutes. By Proposition 4.3, the left kernel of the lower pairing is zero. Hence, the left
kernel of the upper pairing is also zero, which, by skew-symmetry, implies that the right
kernel is zero.

Finally, we prove (d). Assume (for simplicity), that KŒ n
p
a� has degree n over K.

Choose a primitive nth root � of 1. Then KŒ n
p
a� is cyclic of degree n over K, and its

Galois group is generated by the map � sending n
p
a to � n

p
a. With this choice of �,

a 2 K�=K�n corresponds to the element of �a 2 Hom.G;Z=nZ/ sending � to 1 mod
nZ. As KŒ n

p
a� D L�a , (d) follows from the boxed formula above. 2

PROOF (OF PROPOSITION 4.1) We can deduce Proposition 4.1 from Theorem 4.4 by the
same argument as in the case K D Qp, n D 2, namely, if b is a norm from KŒ n

p
a� for all

a, then .a; b/ D 1 for all a (by 4.4d), and hence b 2 K�n (by 4.4c). 2

REMARK 4.5 The Hilbert symbol is related to the local Artin map by the formula

�K.b/.a
1
n / D .a; b/a

1
n :

Note that Galois theory tells us that, for every � 2 Gal.KŒa
1
n �=K/, �a

1
n D �a

1
n for some

nth root of one � (remember, we are assuming thatK contains the nth roots of 1), and so the
point of the formula is that roots of 1 are the same. The proof of the formula is an exercise
in cup-products, starting from Proposition 3.6.(a)

REMARK 4.6 The existence theorem will show that �K defines an isomorphismK�=K�n !

Gal.L=K/, where L=K is the largest abelian extension of K of exponent n (without the
existence theorem we know only that the map is surjective). Clearly, Hom.G;Z=nZ/ D
Hom.Gal.L=K/;Z=nZ/, which is the dual of Gal.L=K/. Thus,K�=K�n and Hom.G;Z=nZ/
have the same order. This shows that the pairing in Step 2,

H 1.G;Z=nZ/ �H 1.G;�n/! H 2.G;�n/ '
1
n
Z=Z

is nondegenerate. More generally, for every finite G-module M , the cup-product pairing

H r.G;M/ �H 2�r.G; LM/! H 2.G;�n/ '
1

n
Z=Z

is nondegenerate — here LM D Hom.M;�n/. This duality theorem was proved by Poitou
and Tate in the early 1950s, and was a starting point for the theorems in my book “Arith-
metic Duality Theorems”. Note that it implies that H 2.G;�n ˝ �n/ ' .�n/G .
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REMARK 4.7 The Hilbert symbol has an interpretation in terms of central simple algebras
(see the next chapter). For a; b 2 K� and � a primitive nth root of 1, define A.a; bI �/ to
be the K-algebra with generators i and j satisfying the relations in D a, j n D b, and
ij D �j i . Then, .a; b/v is the class in Br.K/n represented by A.a; bI �/. Note that for
n D 2, we recover the quaternion algebra H.a; b/.

REMARK 4.8 The Hilbert symbol

. ; /WK�=K�n �K�=K�n ! �n

is defined also for K D R and n D 2. Moreover, the product formula (34) holds for all
number fields and all n (see V, 5.4 below).

5 The Existence Theorem

Let K be a local field. Recall that a subgroup N of K� is a norm group if there is a finite
abelian extension L=K such that NmL=K.L�/ D N . BecauseK�=N

'
! Gal.L=K/, such

a group N is of finite index in K� and hence open (I, 1.3).

THEOREM 5.1 (EXISTENCE THEOREM) Every open subgroup of finite index in K� is a
norm group.

In this draft, I prove this only for K of characteristic zero. Then subgroups of finite
index are open, and we can use the theory of the Hilbert symbol.

REMARK 5.2 Before starting the proof of Theorem 5.1, we should consider the abstract
situation: Let Z be an infinite abelian group, and let N be a family of subgroups of finite
index; what do we need to know in order to prove that N contains all subgroups of Z of
finite index? Clearly, a start is to know,

(a) if I contains an element of N , then I is in N ;

(b) ifN1 andN2 are in N , thenN1\N2 contains an element of N (and hence is in N ).

We know that the family of norm subgroups of K� has these properties (Corollary 1.2),
but so also, for example, does the set of subgroups of Z containing 5Z. Clearly, we need
to know more. Let D be the intersection of all the groups in N . If every subgroup I
of finite index in Z contains an element of N , then it contains D. Conversely, if D is
divisible, i.e., D D nD for all integers n, then D is contained in every subgroup of finite
index (a subgroup of Z of index n contains nZ, which contains nD D D). Therefore,
we need that D be divisible, but even this isn’t sufficient. For example, let Z D Z and
N D fpnZ j n 2 Ng. Then D D

T
pnZ D 0 is divisible, but not every subgroup of

finite index in Z contains an element of N . [Probably I should include a complete list of
“axioms” that a family N should satisfy in order to contain all open subgroups of finite
index — see Serre 1962, XI.5, or Artin and Tate 1961, Chapter 14. This may be useful
when we come to the global existence theorem.]

Proof of Theorem 5.1

STEP 1. For all finite extensions L=K, the norm map L� ! K� has closed image and
compact kernel.
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PROOF. Since the image has finite index, it is open (see I, 1.3), and hence closed. The
kernel is closed, and the equality

ordL.Nm.a// D ŒLWK� ordL.a/ D f � ordK.a/,

shows that it contained in UK , which is compact. 2

Let DK D
T

NmL=K.L
�/, where L runs over the finite extensions of K (or only the

finite abelian extensions — after Theorem 3.5, it is the same).

STEP 2. For any finite extension K 0=K, NmK0=K DK0 D DK .

PROOF. Let a 2 DK , and consider the sets

NmL=K0 L
�
\Nm�1K0=K.a/

for L=K 0 finite. They are compact and nonempty, and any two contain a third. Therefore
their intersection is nonempty (pointset topology). An element in the intersection lies in
DK0 and has norm a. 2

STEP 3. The group DK is divisible.

PROOF. Let n > 1 be an integer — we have to show that nDK D DK . Let a 2 DK . For
each finite extension L of K containing a primitive nth root of 1, consider the set

E.L/ D fb 2 K� j bn D a; b 2 NmL=K L
�
g:

It is nonempty: a D NmL=K a
0 for some a0 2 DL; according to Proposition 4.1, a0 D cn

for some c 2 L, and
NmL=K.c/

n
D NmL=K.a

0/ D aI

therefore b def
D NmL=K.c/ 2 E.L/. Moreover, E.L � L0/ � E.L/ \ E.L0/. Since each set

is finite, their intersection is nonempty. An element in their intersection lies in DK and has
nth power a. 2

STEP 4. DK D f1g. [Actually, we don’t use this here.]

PROOF. Choose a prime element of K. Let Vm;n D U .m/ � �nZ. Then Vm;n is an (open)
subgroup of finite index in K�, and therefore contains DK . Now DK �

T
m;n Vm;n D

f1g. 2

STEP 5. Every subgroup I of finite index in K� that contains UK is a norm subgroup.

PROOF. Since ordK WK
� ! Z is surjective with kernel UK , the subgroups I in question

are the subgroups ofK� of the form ord�1K .nZ/, n � 1. LetKn be the unramified extension
of K of degree n. Then NmKn=K.K

�
n / is a subgroup of K� containing UK (see 1.2) with

image nZ in Z. The statement follows. 2

We now prove the theorem. Let N be the set of norm groups in K�, so that DK DT
N2N N . Let I be a subgroup of K� of finite index. Because DK is divisible, I � DK ,

and so I �
T
N2N N �

T
N2N .N \ UK/. Therefore the sets .N \ UK/r I have empty

intersection. As they are compact some finite subfamily has empty intersection, i.e., for
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some finite subset S of N , I �
T
N2S.N \UK/. As any two of the sets N \UK contains

a third, this implies that I � N \ UK for some N .
Fix a norm group N such that N \ UK � I . I claim that I contains

N \ .UK � .N \ I //:

Indeed, every element of the intersection is of the form ab, a 2 UK , b 2 N \ I , ab 2 N .
The last two statements imply that a 2 N . Hence a 2 N \ UK � I , and so ab 2 I .

Now N \ I is of finite index in K� because both N and I are and K�=N \ I injects
into .K�=N/�.K�=I /. Hence UK �.N \I / is a subgroup of finite index inK� containing
UK , and so is a norm group (Step 5). NowN \.UK �.N \I //, being the intersection of two
norm groups, contains a norm group. Therefore, I contains a norm group, which implies
that it is a norm group.

NOTES It follows from Krasner’s lemma (ANT, 7.60) that every finite abelian extension of local
fields arises by completing a finite abelian extension of global fields. In the 1930s Hasse and F.K.
Schmidt4 were able to deduce the main theorems of local class field theory from those of global
class field theory.

From the modern perspective, this seems a strange way to do things. In the 1940s, in his alge-
braic approach to class field theory Chevalley developed local class field theory directly, and used
it in the construction of global class field theory. F. K. Schmidt also showed that local class field
theory can be constructed independently of global class field theory.

At that time, there was no good description of the local Artin map, and nor was there an explicit
way of constructing the maximal abelian extension of a local field (except for Qp of course).

In 1958 Dwork gave an explicit description of the local Artin map, which is reproduced in Serre
1962, but it was not very pleasant.

In 1965 Lubin and Tate introduced the Lubin-Tate formal group laws, and gave an explicit
construction of Kab and an explicit description of the local Artin map. However, they made use of
the existence of the local Artin map (our Theorem I, 1.1) in their proofs.

In the early 1980s Lubin, Gold, and Rosen independently gave “elementary” proofs thatKab D

K� �K
un. In his book (Iwasawa 1986), Iwasawa develops the whole of local class field theory from

the Lubin-Tate perspective, and also gives explicit formulas (due to de Shalit and Wiles) for the
Hilbert symbols etc..

Other noncohomological approaches can be found in Hazewinkel 1975, Neukirch 1986, and
Fesenko and Vostokov 1993. The disadvantage of the noncohomological approaches is, naturally,
that they provide no information about the cohomology groups of local fields, which have important
applications to other topics, for example elliptic curves.

For an explicit description of the local Artin map in the case of tame extensions, see Newton,
Rachel, Explicit local reciprocity for tame extensions. Math. Proc. Cambridge Philos. Soc. 152
(2012), no. 3, 425–454.

In this chapter, I have largely followed Serre 1962 and Serre 1967a.

4H. Hasse, Die Normenresttheorie relative-Abelscher Zahlkörper als Klassenkörper im Kleinen, J. für
Mathematik (Crelle) 162 (1930), 145–154.

F. K. Schmidt, Zur Klassenkörpertheorie im Kleinen, ibid. 155–168.





Chapter IV

Brauer Groups

In this chapter, I define the Brauer group of a field, and show that it provides a concrete
interpretation of the cohomology group H 2.Kal=K/. Besides clarifying the class field
theory, Brauer groups have many applications, for example, to the representation theory of
finite groups and to the classification of semisimple algebraic groups over nonalgebraically
closed fields.

Throughout the chapter, k will be a field, and all vector spaces over k will be finite-
dimensional. A k-algebra is a ring A containing k in its centre and finite dimensional as a
k-vector space. We do not assume A to be commutative; for example, A could be the ring
Mn.k/ of n � n matrices over k. A k-subalgebra of a k-algebra is a subring containing k.
A homomorphism 'WA ! B of k-algebras is a homomorphism of rings with the property
that '.a/ D a for all a 2 k. The opposite Aopp of a k-algebra A is the algebra with the
same underlying set and addition, but with multiplication � defined by ˛ � ˇ D ˇ˛: Let
e1; : : : ; en be a basis for A as a k-vector space. Then

eiej D
X
l

alij el

for some alij 2 k, called the structure constants of A relative to the basis .ei /i . Once a
basis has been chosen, the algebra A is uniquely determined by its structure constants.

1 Simple Algebras; Semisimple Modules

Semisimple modules

In this section, A is a k-algebra.
By an A-module, we mean a finitely generated left A-module V . In particular, this

means that 1v D v for all v 2 V . Such a V is also finite-dimensional when considered as
a k-vector space, and so to give an A-module is the same as to give a (finite-dimensional)
vector space over k together with a homomorphism of k-algebras A ! Endk.V /, i.e.,
a representation of A on V . The module is said to be faithful if this homomorphism is
injective, i.e., if ax D 0 for all x 2 V implies a D 0.

An A-module V is simple if it is nonzero and contains no proper A-submodule except
0, and it is semisimple if it is isomorphic to a direct sum of simple A-modules. It is in-
decomposable if it can not be written as a direct sum of two nonzero A-modules. Thus a

119
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simple module is semisimple, and an indecomposable module is semisimple if and only if
it is simple. 1

EXAMPLE 1.1 Let V D k2, and let A D kŒ˛� for some ˛ 2M2.k/. The A-submodules of
V are the k-subspaces stable under ˛.

If ˛ D
�
a 1

0 a

�
, then

��
�

0

��
is an A-submodule of V . In fact, it is the only

nontrivial submodule, and so V is indecomposable but not semisimple.

If ˛ D
�
a 0

0 b

�
, a ¤ b, then the only lines stable under ˛ are L1

def
D

��
�

0

��
and

L2
def
D

��
0

�

��
. Since V D L1 ˚ L2 (as an A-module), it is semisimple.

If ˛ D
�
a 0

0 a

�
, then V again decomposes as the direct sum of two lines, but the

decomposition is no longer unique.
Finally, if A D M2.k/, then V is a simple A-module: for every nonzero v in V ,

V DM2.k/ � v.

THEOREM 1.2 Every A-module V admits a filtration

V D V0 � � � � � Vr D 0

whose quotients Vi=ViC1 are simple A-modules. If

V D W0 � � � � � Ws D 0

is a second such filtration, then r D s and there is a permutation � of f0; : : : ; r � 1g such
that Vi=ViC1 � W�.i/=W�.i/C1 for all i .

PROOF. If V is simple, then V � 0 is such a filtration. Otherwise, V contains a submodule
W , V ¤ W ¤ 0, and we can apply the same argument to V=W and to W . This procedure
terminates after finitely many steps because V is a finite dimensional k-vector space.

The uniqueness statement can be proved exactly as in the Jordan-Hölder theorem (GT
6.2). 2

COROLLARY 1.3 Suppose that

V � V1 ˚ � � � ˚ Vr

� W1 ˚ � � � ˚Ws

with all the A-modules Vi and Wj simple. Then r D s and there is a permutation � of
f1; : : : ; rg such that Vi � W�.i/ for all i .

PROOF. The decompositions define filtrations of theA-module with quotients fV1; : : : ; Vrg
and fW1; : : : ; Wsg. 2

PROPOSITION 1.4 Let V be an A-module. If V is a sum of simple submodules (not nec-
essarily direct), say V D

P
i2I Si , then for any submodule W of V , there is a subset J of

I such that
V D W ˚

M
i2J

Si :

1Some authors use “irreducible” and “completely reducible” for “simple” and “semisimple” respectively
so, for them “irreducible” implies “completely reducible”.
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PROOF. Let J be maximal among the subsets of I such that the sum SJ D
P
j2J Sj is

direct and W \ SJ D 0. I claim that W C SJ D V (hence V is the direct sum of W and
the Sj with j 2 J ). To prove this, it suffices to show that every Si is contained inW CSJ .
Because Si is simple, Si \ .W CSJ / equals 0 or Si . In the first case, W \ .Si CSJ / D 0,
because otherwise there exist vectorsw 2 W , si 2 Si , sJ 2 SJ , such thatw D siCsJ ¤ 0;
then si D w� sJ ¤ 0, contradicting Si \ .W CSJ / D 0. Therefore the second case holds,
and Si � W C SJ . 2

COROLLARY 1.5 The following conditions on an A-module V are equivalent:

(a) V is semisimple;

(b) V is a sum of simple submodules;

(c) every submodule of V has a complement.

PROOF. Obviously, (a) implies (b), and the proposition shows that (b) implies (c). Assume
(c). If V is simple, then it is semisimple. Otherwise it contains a nonzero proper submodule
W , which has a complement W 0, i.e., V D W ˚W 0. If W and W 0 are simple, then V is
semisimple. Otherwise, we can continue the argument, which terminates in a finite number
of steps because V has finite dimension as a k-vector space. 2

COROLLARY 1.6 Sums, submodules, and quotient modules of semisimple modules are
semisimple.

PROOF. Each is a sum of simple modules: for sums this follows from (1.5); for quotients
it follows from (1.4); for submodules it follows from the fact that every submodule has a
complement and therefore is also a quotient. 2

Every semisimple A-module V can be written as a direct sum

V ' m1S1 ˚ � � � ˚mrSr (35)

with each Si simple and no two isomorphic. An A-module is said to be isotypic (of type the
isomorphism class of S ) if it isomorphic to a direct sum of copies of a simple module S .
The decomposition (35) shows that every semisimple module V is a direct sum of isotypic
modules of distinct types, called the isotypic components of V . The isotypic component of
V corresponding to a simple module S is the sum of all simple submodules of V isomorphic
to S . From this description, we see that a homomorphism V ! V 0 of semisimple A-
modules maps each isotypic component of V into the isotypic component of V 0 of the same
type.

PROPOSITION 1.7 Let V be a semisimple A-module. A submodule of V is stable under
all endomorphisms of V if and only if it is a sum of isotypic components of V .

PROOF. Every endomorphism of V preserves its isotypic components, which proves the
sufficiency. For the necessity, let W be a submodule of V stable under all endomorphisms
of V , and let S be a simple submodule of W . If S 0 is a submodule of V isomorphic to S ,
then the endomorphism

V
project
����! S

�
�! S 0 ,! V

of V maps W into W , and so S 0 � W . Therefore W contains the isotypic component of V
of type the isomorphism class of S . 2
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1.8 Let AA denote A regarded as a left A-module. Right multiplication x 7! xa on AA

by an element a of A is an A-linear endomorphism of AA. Moreover, every A-linear map
'WAA! AA is of this form with a D '.1/. Thus

' 7! '.1/WEndA.AA/
'
�! A (as k-vector spaces).

Let 'a be the map x 7! xa. Then

.'a ı 'b/.1/
def
D 'a.'b.1// D 'a.b/ D ba D 'ba.1/;

and so
EndA.AA/ ' A

opp (as k-algebras).

More generally, if V is a free A-module of rank n, then the choice of a basis for V deter-
mines an isomorphism

EndA.V /!Mn.A
opp/:

A k-algebra A is said to be semisimple if every A-module is semisimple. As every A-
module is a quotient of a direct sum of copies of AA, it suffices to check that the A-module
AA is semisimple.

PROPOSITION 1.9 Let A be a semisimple k-algebra. The isotypic components of the A-
module AA are the minimal two-sided ideals of A. Every two-sided ideal of A is a direct
sum of minimal two-sided ideals.

PROOF. The two-sided ideals of A are the submodules of AA stable under right multipli-
cation by the elements of A, i.e., by the endomorphisms of AA (1.8), and so they are the
sums of isotypic components of AA (1.7). In particular, the minimal two-sided ideals are
exactly the isotypic components of AA. The second statement is obvious from the above
discussion. 2

Simple k-algebras

A k-algebra A is said to be simple if it contains no proper two-sided ideals other than 0. We
shall make frequent use of the following observation:

The kernel of a homomorphism f WA ! B of k-algebras is an ideal in A not
containing 1; therefore, if A is simple, then f is injective.

EXAMPLE 1.10 A k-algebra A is said to be a division algebra if every nonzero element a
of A has an inverse, i.e., there exists a b such that ab D 1 D ba. Thus a division algebra
satisfies all the axioms to be a field except commutativity (and for this reason is sometimes
called a skew field). Clearly, a division algebra has no nonzero proper ideals, left, right, or
two-sided, and so is simple.

Much of linear algebra does not require that the field be commutative. For example, the
usual arguments show that a finitely generated module V over a division algebra D has a
basis, and that all bases have the same number n of elements—n is called the dimension of
V . In particular, all finitely generated D-modules are free.
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EXAMPLE 1.11 LetD be a division algebra over k, and consider the matrix algebraMn.D/.
For A;B 2Mn.D/, the j th column .AB/j of AB is ABj , where Bj is the j th column of
B . Therefore, given a matrix B ,

Bj D 0) .AB/j D 0

Bj ¤ 0) .AB/j arbitrary:

It follows that the sets of the form L.I /, where I is a subset of f1; 2; : : : ; ng and L.I / is the
set of matrices whose j th columns are zero for j … I , are left ideals inMn.D/.2 Moreover,
each set L.fj g/ is a minimal ideal in Mn.k/. For example, when n D 4,

L.f1; 3g/ D

��
� 0 � 0
� 0 � 0
� 0 � 0
� 0 � 0

��
and L.f3g/ D

��
0 0 � 0
0 0 � 0
0 0 � 0
0 0 � 0

��
are, respectively, a left ideal and a minimal left ideal. Similar statements hold for the right
ideals. It follows that every nonzero two-sided ideal in Mn.D/ is the whole ring, and so
Mn.D/ is a simple k-algebra.

EXAMPLE 1.12 For a; b 2 k�, let H.a; b/ be the k-algebra with basis 1; i; j; ij (as a
k-vector space) and with the multiplication determined by

i2 D a; j 2 D b; ij D �j i:

Then H.a; b/ is a k-algebra, called a quaternion algebra over k. For example, if k D R,
then H.�1;�1/ is the usual quaternion algebra. One can show (see Exercise 5.7) that
H.a; b/ is either a division algebra or it is isomorphic to M2.k/. In particular, it is simple.

Centralizers

Let A be a k-subalgebra of a k-algebra B . The centralizer of A in B is

CB.A/ D fb 2 B j ba D ab for all a 2 Ag:

It is again a k-subalgebra of B .

EXAMPLE 1.13 In the following examples, the centralizers are taken in Mn.k/.

(a) Let A be the set of scalar matrices inMn.k/, i.e., A D kIn. Clearly C.A/ DMn.k/.

(b) Let A DMn.k/. Then C.A/ is the centre ofMn.k/, which we now compute. Let eij
be the matrix with 1 in the .i; j /th position and zeros elsewhere, so that

eij elm D

�
eim if j D l
0 if j ¤ l:

Let ˛ D .aij / 2 Mn.k/. Then ˛ D
P
i;j aij eij , and so ˛elm D

P
i aileim and

elm˛ D
P
j amj elj . If ˛ is in the centre of Mn.k/, then ˛elm D elm˛, and so

ail D 0 for i ¤ l , amj D 0 for j ¤ m, and al l D amm. It follows that the centre of
Mn.k/ is k (identified with the set of scalar matrices).

(c) Let A be the set of diagonal matrices in Mn.k/. In this case, C.A/ D A.

2Not all left ideals in Mn.D/ are of the form L.I / — for example, imposing a linear relation on the
columns defines a left ideal in Mn.D/.
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Notice that in all three cases, C.C.A// D A.

THEOREM 1.14 (DOUBLE CENTRALIZER THEOREM) Let A be a k-algebra, and let V be
a faithful semisimple A-module. Then C.C.A// D A (centralizers taken in Endk.V /).

PROOF. LetD D C.A/ and B D C.D/. Clearly A � B , and the reverse inclusion follows
from the next lemma when we take v1; : : : ; vn to generate V as a k-vector space. 2

LEMMA 1.15 For any v1; : : : ; vn 2 V and b 2 B , there exists an a 2 A such that

av1 D bv1; av2 D bv2; : : : ; avn D bvn:

PROOF. We first prove this for n D 1. Note that Av1 is an A-submodule of V , and so (see
1.5) there exists an A-submodule W of V such that V D Av1 ˚W . Let � WV ! V be the
map .av1; w/ 7! .av1; 0/ (projection onto Av1). It is A-linear, hence lies inD, and has the
property that �.v/ D v if and only if v 2 Av1. Now

�.bv1/ D b.�v1/ D bv1;

and so bv1 2 Av1, as required.
We now prove the general case. LetW be the direct sum of n copies of V with A acting

diagonally, i.e.,

a.v1; : : : ; vn/ D .av1; : : : ; avn/; a 2 A; vi 2 V:

Then W is again a semisimple A-module (1.6). The centralizer of A in Endk.W / consists
of the matrices .
ij /1�i;j�n, 
ij 2 Endk.V /, such that .
ij˛/ D .˛
ij / for all ˛ 2 A,
i.e., such that 
ij 2 D. In other words, the centralizer of A in Endk.W / is Mn.D/. An
argument as in Example 1.13(b), using the matrices eij .ı/ with ı in the ij th position and
zeros elsewhere, shows that the centralizer ofMn.D/ in Endk.W / consists of the diagonal
matrices 0BBB@

ˇ 0 � � � 0

0 ˇ � � � 0
:::

:::
: : :

:::

0 0 � � � ˇ

1CCCA
with ˇ 2 B . We now apply the case n D 1 of the lemma to A, W , b, and the vector
.v1; : : : ; vn/ to complete the proof. 2

Classification of simple k-algebras

LEMMA 1.16 (SCHUR’S LEMMA) The endomorphism algebra of a simple A-module is a
division algebra.

PROOF. Let 
 be an A-linear map S ! S . Then Ker.
/ is an A-submodule of S , and so
it is either S or 0. In the first case, 
 is zero, and in the second it is an isomorphism, i.e., it
has an inverse that is also A-linear. 2

THEOREM 1.17 Every simple k-algebra A is isomorphic to Mn.D/ for some n and some
division k-algebra D.
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PROOF. Choose a simple A-module S , for example, any minimal left ideal of A. Then A
acts faithfully on S , because the kernel of A! Endk.S/ will be a two-sided ideal of A not
containing 1, and hence is 0.

Let D be the centralizer of A in the k-algebra Endk.S/ of k-linear maps S ! S .
According to the double centralizer theorem (1.14), the centralizer of D in Endk.S/ is A,
i.e., A D EndD.S/. Schur’s lemma implies that D is a division algebra. Therefore, S is a
free D-module (1.10), say, S � Dn, and so EndD.S/ �Mn.D

opp/ (see 1.8). 2

Modules over simple k-algebras

Let A be an k-algebra. The submodules of AA are the left ideals in A, and the simple
submodules of AA are the minimal left ideals.

PROPOSITION 1.18 Simple k-algebras are semisimple.

PROOF. Let A be a simple k-algebra. It suffices to show that the A-module AA is semisim-
ple. After Theorem 1.17, we may assume that A D Mn.D/ for some division alge-
bra D. We saw in 1.11 that the sets L.i/ are minimal left ideals in Mn.D/, and that
Mn.D/ D L.1/˚ � � � ˚ L.n/ as an Mn.D/-module. This shows that AA is semisimple. 2

THEOREM 1.19 Let A be a semisimple k-algebra. The following conditions on A are
equivalent:

(a) A is simple;

(b) the A-module AA is isotypic;

(c) any two simple A-modules are isomorphic.

PROOF. The equivalence of (a) and (b) follows from Proposition 1.9, and (c) obviously
implies (b). Finally (b) implies (c) because, if AA is isotypic, so also is a direct sum of
copies of AA, and every A-module is a quotient of such a direct sum. 2

COROLLARY 1.20 Let A be a simple k-algebra. Any two minimal left ideals of A are
isomorphic as left A-modules, and A is a direct sum of its minimal left ideals.

PROOF. Minimal left ideals are simple A-modules, and so the first statement follows from
(c) of the theorem. The second statement was proved in the proof of 1.18. 2

COROLLARY 1.21 Let A be a simple k-algebra, and let S be a simple A-module. Every
A-module is isomorphic to a direct sum of copies of S . Any two A-modules having the
same dimension over k are isomorphic.

PROOF. As A is semisimple, the first assertion follows from (c) of the theorem, and the
second assertion follows from the first. 2

COROLLARY 1.22 The integer n in Theorem 1.17 is uniquely determined by A, and D is
uniquely determined up to isomorphism.

PROOF. If A � Mn.D/, then Dopp � EndA.S/ for any simple A-module S , and n is
the dimension of S as a D-vector space. Since any two simple A-modules are isomorphic
(1.19), this implies the statement. 2
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2 Definition of the Brauer Group

Tensor products of algebras

Let A and B be k-algebras, and let A˝k B be the tensor product of A and B as k-vector
spaces. There is a unique k-bilinear multiplication on A˝k B such that

.a˝ b/.a0 ˝ b0/ D aa0 ˝ bb0; a; a0 2 A; b; b0 2 B:

When we identify k with k � .1 ˝ 1/ � A ˝k B , then A ˝k B becomes a k-algebra. If
.ei /i and .fj /j are bases of A and B as k-vector spaces, then .ei ˝ fj /i;j is a basis for
A˝k B , and the structure constants for A˝k B can be obtained from those of A and B by
an obvious formula. We shall use that tensor products are commutative in the sense that,
for any two k-algebras A and B , the map a ˝ b 7! b ˝ a extends to an isomorphism of
k-algebras

A˝k B ! B ˝k A;

and that they are associative in the sense that, for any three k-algebras A, B , and C , the
map a˝ .b ˝ c/ 7! .a˝ b/˝ c extends to an isomorphism of k-algebras

A˝k .B ˝k C/! .A˝k B/˝k C:

EXAMPLE 2.1 For every k-algebra A,

A˝k Mn.k/ 'Mn.A/:

To see this, note that a ring B containing a subring R in its centre is isomorphic to Mn.R/

if and only if it admits a basis .eij /1�i;j�n as a left R-module such that

eij elm D

�
eim if j D l
0 if j ¤ l:

If .eij / is the standard basis for Mn.k/, then .1˝ eij / is an A-basis for A˝Mn.k/ with
the correct property.

More generally,
A˝k Mn.A

0/ 'Mn.A˝k A
0/ (36)

for any k-algebras A and A0.

EXAMPLE 2.2 For anym; n,Mm.k/˝Mn.k/ 'Mmn.k/. To see this, note that according
to the preceding example, Mm.k/˝kMn.k/ 'Mm.Mn.k//, and anm�m-matrix whose
entries are n�n-matrices is anmn�mn-matrix (delete the inner parentheses). Alternatively,
let .eij / and .fi 0j 0/ be standard bases for Mm.k/ and Mn.k/, and check that .eij ˝ fi 0j 0/
has the correct multiplication properties.

Centralizers in tensor products

The next proposition shows that the centralizer of a tensor product of subalgebras is the
tensor product of their centralizers.

PROPOSITION 2.3 Let A and A0 be k-algebras, with subalgebras B and B 0, and let C.B/
and C.B 0/ be the centralizers of B and B 0 in A and A0 respectively. Then the centralizer of
B ˝k B

0 in A˝k A0 is C.B/˝k C.B 0/, i.e.,

CA˝kA0.B ˝k B
0/ D CA.B/˝k CA0.B

0/:
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PROOF. Certainly C.B ˝k B 0/ � C.B/˝k C.B 0/.
Let .fi /i be a basis for A0 as a k-vector space. Then .1˝ fi /i is a basis for A˝k A0

as an A-module, and so an element ˛ of A ˝k A0 can be written uniquely in the form
˛ D

P
i ˛i ˝ fi , ˛i 2 A. Let ˇ 2 B . Then ˛ commutes with ˇ ˝ 1 if and only if

ˇ˛i D ˛iˇ for all i . Therefore, the centralizer of B˝1 in A˝A0 is C.B/˝A0. Similarly,
the centralizer of 1˝ B 0 in C.B/˝ A0 is C.B/˝ C.B 0/.

Certainly, C.B ˝B 0/ � C.B ˝ 1/, and so C.B ˝B 0/ is contained in C.B/˝A0, and,
in fact, is contained in the centralizer of 1 ˝ B 0 in C.B/ ˝ A0, which is C.B/ ˝ C.B 0/.
This completes the proof. 2

In particular, the centre of the tensor product of two k-algebras is the tensor product of
their centres: Z.A˝k B/ D Z.A/˝k Z.B/.

COROLLARY 2.4 The centre of a simple k-algebra is a field.

PROOF. Obviously, the centre of a division algebra is a field, but Wedderburn’s theorem
(1.17) shows that every simple k-algebra is isomorphic toMn.D/ for some division algebra
D. Now Mn.D/ 'Mn.k/˝k D, and so Z.Mn.D// ' k ˝k Z.D/ ' Z.D/. 2

A k-algebra A is said to be central if its centre is k, and a k-algebra that is both central
and simple is said to be central simple. The corollary shows that every simple k-algebra is
central simple over a finite extension of k.

Primordial elements

Before continuing, it will be useful to review a little linear algebra from the second edition
of Bourbaki’s Algebra.

Let V be a k-vector space, possibly infinite dimensional, and let .ei /i2I be a basis for
V . Any v 2 V can be written uniquely v D

P
aiei , and we define

J.v/ D fi 2 I j ai ¤ 0gI

it is a finite subset of I , which is empty if and only if v D 0.
LetW be a subspace of V . A nonzero elementw ofW is said to be primordial (relative

to V and the basis .ei /i2I ) if J.w/ is minimal among the sets J.w0/ for w0 a nonzero
element of W and, in the expression w D

P
aiei , at least one ai D 1.

PROPOSITION 2.5 (a) Let w be a nonzero element of W such that J.w/ is minimal, and
let w0 be a second nonzero element of W . Then J.w0/ � J.w/ if and only if w0 D cw for
some nonzero c 2 k, in which case J.w0/ D J.w/.

(b) The set of primordial elements of W spans it.

PROOF. (a) If w0 D cw, c ¤ 0, then certainly J.w0/ D J.w/. For the converse, let w DP
i2J.w/ aiei and w0 D

P
i2J.w 0/ biei be nonzero elements of W with J.w0/ � J.w/.

Let j 2 J.w0/. Then J.w � aj b�1j w0/ � J.w/ r fj g, and so w � aj b�1j w0 D 0 by the
minimality of J.w/.

(b) Let w D
P
i2J.w/ aiei 2 W . We have to show that w lies in the subspace spanned

by primordial elements. We may assume that w ¤ 0. Among the nonzero elements w0

of W with J.w0/ � J.w/, there is one for which J.w0/ has the fewest possible elements.
Some scalar multiple w0 of w0 will be primordial, say, w0 D

P
i2J.w0/

biei with bj D 1.
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Now w D ajw0 C .w � ajw0/ with w � ajw0 2 W and
ˇ̌
J.w � ajw0/

ˇ̌
< jJ.w/j.

If w � ajw0 is a k-linear combination of primordial elements, so is w; if not, repeat the
process. As jJ.w/j is finite, it will terminate in a finite number of steps. 2

The results (and proofs) of this section do not require k to be commutative, i.e., k can
be a division algebra.

Simplicity of tensor products

PROPOSITION 2.6 The tensor product of two simple k-algebras, at least one of which is
central, is again simple.

PROOF. After 1.17, we may suppose that one of the algebras is Mn.D/, where D is a
division algebra with centre k. Let A be the second simple k-algebra. In the next lemma,
we show that A˝kD is simple. Therefore, A˝kD �Mm.D

0/ withD0 a division algebra,
and so

A˝k Mn.D/ 'Mn.A˝k D/ �Mn.Mm.D
0// 'Mmn.D

0/;

which is simple. 2

LEMMA 2.7 Let A be a k-algebra, and letD be a division algebra with centre k. Then any
two-sided ideal A in A˝D is generated as a left D-module by a

def
D A \ .A˝ 1/.

PROOF. We make A˝k D into a left D-module by the rule,

ı.˛ ˝ ı0/ D ˛ ˝ ıı0; ˛ 2 A; ı; ı0 2 D:

The ideal A of A˝k D is, in particular, a D-submodule of A˝k D.
Let .ei / be a basis for A as a k-vector space. Then .ei ˝ 1/ is a basis for A˝k D as a

left D-vector space. Let ˛ 2 A be primordial with respect to this basis, say

˛ D
X
i2J.˛/

ıi .ei ˝ 1/ D
X
i2J.˛/

ei ˝ ıi :

For any nonzero ı 2 D, ˛ı 2 A, and ˛ı D
P
ei˝ıiı D

P
i2I .ıiı/.ei˝1/. In particular,

J.˛ı/ D J.˛/, and so ˛ı D ı0˛ for some ı0 2 D (see 2.5a). As some ıi D 1, this implies
that ı D ı0, and so each ıi commutes with every ı 2 D. Hence ıi lies in the centre k of
D, and ˛ 2 A˝ 1. We have shown that every primordial element of A is in A˝ 1, which
completes the proof because A is generated as a D-module by its primordial elements (see
2.5b). 2

COROLLARY 2.8 The tensor product of two central simple k-algebras is again central sim-
ple.

PROOF. Combine Proposition 2.3 with Proposition 2.6. 2

Let A be a central simple algebra over k, and let V denote A regarded as a k-vector
space. Then left multiplication makes V into a left A-module, and right multiplication
makes it into a right A-module, or, what is the same thing, a left Aopp-module. These ac-
tions identify A and Aopp with commuting subalgebras of Endk.V /. From the universality
of the tensor product, we obtain a homomorphism

a˝ a0 7! .v 7! ava0/WA˝k A
opp
! Endk.V /:
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As A ˝k Aopp is simple and the kernel of the homomorphism does not contain 1, it is
injective. On counting degrees, we find that

ŒA˝k A
opp
W k� D ŒA W k�2 D .dimV /2 D ŒEndk.V / W k�;

and so the homomorphism is an isomorphism. We have proved the following result.

COROLLARY 2.9 For a central simple k-algebra A,

A˝k A
opp
' Endk.A/ �Mn.k/; n D ŒA W k�:

The Noether-Skolem Theorem

THEOREM 2.10 (SKOLEM, NOETHER) Let f; gWA ! B be homomorphisms from a k-
algebra A to a k-algebra B . If A is simple and B is central simple, then there exists an
invertible element b 2 B such that f .a/ D b � g.a/ � b�1 for all a 2 A, i.e., f and g differ
by an inner automorphism of B .

PROOF. If B D Mn.k/ D Endk.k
n/, then the homomorphisms define actions of A on

kn—let Vf and Vg denote kn with the actions defined by f and g. According to (1.21),
two A-modules with the same dimension are isomorphic, but an isomorphism bWVg ! Vf
is an element of Mn.k/ such that f .a/ � b D b � g.a/ for all a 2 A.

In the general case, we consider the homomorphisms

f ˝ 1; g ˝ 1WA˝k B
opp
! B ˝k B

opp:

Because B ˝k Bopp is a matrix algebra over k, the first part of the proof shows that there
exists a b 2 B ˝k Bopp such that

.f ˝ 1/.a˝ b0/ D b � .g ˝ 1/.a˝ b0/ � b�1

for all a 2 A, b0 2 Bopp. On taking a D 1 in this equation, we find that .1 ˝ b0/ D
b �.1˝b0/ �b�1 for all b0 2 Bopp. Therefore (see 2.3), b 2 CB˝kBopp.k˝Bopp/ D B˝kk,
i.e., b D b0 ˝ 1 with b0 2 B . On taking b0 D 1 in the equation, we find that

f .a/˝ 1 D .b0 � g.a/ � b
�1
0 /˝ 1

for all a 2 A, and so b0 is the element sought. 2

COROLLARY 2.11 Let A be a central simple algebra over k, and let B1 and B2 be simple
k-subalgebras of A. Any isomorphism f WB1 ! B2 is induced by an inner automorphism
of A, i.e., there exists an invertible a 2 A such that f .b/ D aba�1 for all b 2 B1.

PROOF. This is the special case of the theorem in which the two maps areB1
f
�! B2 ,! A

and B1
id
�! B1 ,! A. 2

COROLLARY 2.12 All automorphisms of a central simple k-algebra are inner.

For example, the automorphism group of Mn.k/ is PGLn.k/
def
D GLn.k/=k

�In.
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Definition of the Brauer group

Let A and B be central simple algebras over k. We say that A and B are similar, A � B ,
if A ˝k Mn.k/ � B ˝k Mm.k/ for some m and n. This is an equivalence relation: it is
obviously reflexive and symmetric, and 2.2 implies that it is transitive. Define Br.k/ to be
the set of similarity classes of central simple algebras over k, and write ŒA� for the similarity
class of A. For classes ŒA� and ŒB�, define

ŒA�ŒB� D ŒA˝k B�:

This is well-defined (i.e., if A � A0 and B � B 0, then A˝k B � A0 ˝k B 0), and the asso-
ciativity and commutativity of tensor products show that it is associative and commutative.
For every n, ŒMn.k/� is an identity element, and because A ˝k Aopp � Mn.k/ (see 2.9)
ŒA� has ŒAopp� as inverse. Therefore Br.k/ is an abelian group, called the Brauer group of
k.

REMARK 2.13 (a) Wedderburn’s theorem (1.17, 1.22) shows that every central simple al-
gebra over k is isomorphic to Mn.D/ for some central division algebra D and that D is
uniquely determined byA (even by the similarity class ofA) up to isomorphism. Therefore,
each similarity class is represented by a central division algebra, and two central division
algebras represent the same similarity class if and only if they are isomorphic.

(b) We should verify3 that the similarity classes form a set, and not merely a class. For
each n > 0, consider the families .alij /1�i;j;l�n, alij 2 k, that are structure constants for
central division algebras over k. Clearly, these families form a set, each family defines a
central division algebra over k, and these division algebras contain a set of representatives
for the Brauer group of k.

EXAMPLE 2.14 (a) If k is algebraically closed, then Br.k/ D 0. To prove this, we have
to show that any central division algebra D over k equals k. Let ˛ 2 D, and let kŒ˛�
be the subalgebra of D generated by k and ˛. Then kŒ˛� is a commutative field of
finite degree over k (because it is an integral domain of finite degree over k). Hence
kŒ˛� D k, and ˛ 2 k. Since ˛ was arbitrary, this shows that D D k.

(b) Frobenius showed that Hamilton’s quaternion algebra is the only central division al-
gebra over R. Therefore, the Brauer group of R is cyclic of order 2, equal to fŒR�; ŒH�g
(see �4 below).

(c) Wedderburn showed that all finite division algebras are commutative. Therefore, the
Brauer group of a finite field is zero (Theorem 4.1 below).

(d) Hasse showed that the Brauer group of a nonarchimedean local field is canonically
isomorphic to Q=Z (see p. 138 below).

(e) Albert, Brauer, Hasse, and Noether showed that, for a number field K, there is an
exact sequence

0! Br.K/!
M

v
Br.Kv/

P
�! Q=Z! 0:

3I once heard Brauer, who normally had a gentle manner, deliver a tirade against “modern” mathematicians
who ignored the distinction between sets and classes. As he pointed out, if you ignore the distinction, then you
obtain a contradiction (Russell’s paradox), and once you have one contradiction in your system, you can prove
anything.
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The sum is over all the primes of K (including the infinite primes). This statement is
of the same depth as that of the main theorems of class field theory (see Chapters VII
and VIII).

Extension of the base field

PROPOSITION 2.15 Let A be a central simple algebra over k, and let K be a field contain-
ing k (not necessarily of finite degree over k). Then A ˝k K is a central simple algebra
over K.

PROOF. The same argument as in the proof of Proposition 2.3 shows that the centre of
A ˝k K is k ˝k K D K (the argument does not require K to have finite degree over k).
Also, the proof of Lemma 2.7 does not use that D is finite-dimensional over k. Therefore,
when A is a division algebra, every two-sided ideal in A˝kK is generated as an A-module
by its intersection with K, and therefore is 0 or A˝k K. In the general case, A �Mn.D/,
and so

A˝k K �Mn.D/˝k K ' .Mn.k/˝k D/˝k K

'Mn.k/˝k .D ˝k K/

'Mn.D ˝k K/

'Mn.K/˝K .D ˝k K/

which is simple. 2

COROLLARY 2.16 For a central simple algebra A over k, ŒA W k� is a square.

PROOF. Clearly ŒA W k� D ŒA˝k kal W kal�, and A˝k kal �Mn.k
al/ for some n. 2

Let L be a field containing k (not necessarily of finite degree). Then

Mn.k/˝ L 'Mn.L/;

and

.A˝k L/˝L .A
0
˝k L/ D A˝k .L˝L .A

0
˝k L// D .A˝k A

0/˝k L:

Therefore the map A 7! A˝k L defines a homomorphism

Br.k/! Br.L/:

We denote the kernel of this homomorphism by Br.L=k/ — it consists of the similarity
classes represented by central simple k-algebras A such that the L-algebra A ˝k L is a
matrix algebra.

A central simple algebra A (or its class in Br.k/) is said to be split by L, and L is called
a splitting field for A, if A˝k L is a matrix algebra over L. Thus Br.L=k/ consists of the
elements of Br.k/ split by L.

PROPOSITION 2.17 For every field k, Br.k/ D
S

Br.K=k/, where K runs over the finite
extensions of k contained in some fixed algebraic closure kal of k.

PROOF. We have to show that every central simple algebra A over k is split by a fi-
nite extension of k. We know that A ˝k kal � Mn.k

al/, i.e., that there exists a basis
.eij /1�i;j�n for A˝k kal such that eij elm D ıjleim for all i; j; l; m. Because A˝k kal DS
ŒKWk�<1A˝k K, the eij all lie in A˝k K for some K, and it follows that A˝k K �

Mn.K/. 2
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3 The Brauer Group and Cohomology

For a Galois extension L=k of fields, let H 2.L=k/ D H 2.Gal.L=k/; L�/. We shall show
that there is a natural isomorphism H 2.L=k/ ' Br.L=k/, but first we need to investigate
the maximal subfields of a central simple algebra.

Maximal subfields

We need a variant of the double centralizer theorem in whichMn.k/ is replaced by a central
simple algebra.

THEOREM 3.1 Let B be a simple k-subalgebra of a central simple k-algebra A. Then the
centralizer C D C.B/ of B in A is simple, and B is the centralizer of C . Moreover,

ŒB W k�ŒC W k� D ŒA W k�:

PROOF. Let V denote B regarded as a k-vector space. Then B and Bopp act on V , by right
and left multiplication respectively, and each is the centralizer of the other (see 1.8).

Consider the central simple algebra A ˝k Endk.V /. Proposition 2.3 shows that the
centralizer of B ˝ 1 in this algebra is C ˝ Endk.V / and that of 1˝ B is A˝ Bopp. On
applying the Noether-Skolem theorem (2.10, 2.11) to the two embeddings b 7! b ˝ 1 and
b 7! 1˝ b of B into A˝k Endk.V /, we obtain an invertible element u of this k-algebra
such that b ˝ 1 D u.1˝ b/u�1 for all b 2 B . Clearly then

C.B ˝ 1/ D u � C.1˝ B/ � u�1

(centralizers inA˝kEndk.V /), which shows that these centralizers are isomorphic. There-
foreC˝kEndk.V / is simple becauseA˝kBopp is simple (see 2.6), and this implies thatC
itself is simple because, for every ideal a of C , a˝kEndk.V / is an ideal in C˝kEndk.V /.
As Endk.V / has degree ŒB W k�2 over k,

ŒC ˝k End.V / W k� D ŒC W k�ŒB W k�
2;

and obviously
ŒA˝ Bopp

W k� D ŒA W k�ŒB W k�:

On comparing these equalities, we find that

ŒA W k� D ŒB W k�ŒC W k�:

If B 0 denotes the centralizer of C in A, then B 0 � B . But after the above, ŒA W k� D ŒC W

k�ŒB 0 W k�; so ŒB W k� D ŒB 0 W k� and B D B 0. 2

REMARK 3.2 In the case that A D Endk.V / for V a k-vector space, Theorem 3.1 follows
from Theorem 1.14 because V will be a faithful semisimple B-module. This observation
can be used to give an alternative proof of the theorem, because A becomes of this form
after a finite extension of the base field (see 2.17).

COROLLARY 3.3 If in the statement of the theorem, B has centre k, then so also does C ,
and the canonical homomorphism B ˝k C ! A is an isomorphism.
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PROOF. The centres of B and C both equal B \ C , and so B central implies C central.
Therefore the k-algebra B ˝k C is central simple, which implies that B ˝k C ! A is
injective. It is surjective because the algebras have the same dimension over k. 2

COROLLARY 3.4 Let A be a central simple algebra over k, and let L be a subfield of A
containing k. The following are equivalent:

(a) L equals its centralizer in A;

(b) ŒA W k� D ŒL W k�2;

(c) L is a maximal commutative k-subalgebra of A.

PROOF. (a) ” (b). Because L is commutative, it is contained in its centralizer C.L/,
but

ŒA W k� D ŒL W k�ŒC.L/ W k�;

and so C.L/ D L if and only if ŒA W k� D ŒL W k�2.
(b) H) (c). Let L0 be a maximal commutative subalgebra containing L. Then L0 �

C.L/, and so
ŒAW k� � ŒLW k�ŒL0W k� � ŒLW k�2:

Thus (b) implies that ŒL0W k� D ŒLW k�.
(c) H) (a). If L ¤ C.L/, then there exists a 
 2 C.L/r L. Now LŒ
� is a commuta-

tive subalgebra of A, contradicting the maximality of L. 2

COROLLARY 3.5 The maximal subfields containing k of a central division k-algebra D
are exactly those with degree

p
ŒD W k� over k.

PROOF. Any commutative k-subalgebra ofD is an integral domain of finite degree over k,
and hence is a field. 2

COROLLARY 3.6 Let A be a central simple algebra over k. A field L of finite degree over
k splits A if and only if there exists an algebra B similar to A containing L and such that

ŒB W k� D ŒL W k�2: (37)

In particular, every subfield L of A of degree ŒAW k�1=2 over k splits A.

PROOF. Suppose L splits A. Then L also splits Aopp, say, Aopp ˝k L D EndL.V /. This
equality states thatAopp˝kL is the centralizer ofL in Endk.V /, and soL is the centralizer
of Aopp˝k L in Endk.V / (see 3.1). Let B be the centralizer of Aopp in Endk.V /. I claim
that B satisfies the required conditions. Certainly, B � L, and Corollary 3.3 shows that
B is central simple and that B ˝k Aopp ' Endk.V /. On tensoring both sides with A and
using that A˝k Aopp is a matrix algebra, we find that B � A.

For the converse, it suffices to show that L splits B . Because L is commutative, L D
Lopp � Bopp, and because ŒL W k� D

p
ŒB W k�, L is equal to its centralizer in Bopp.

Therefore the centralizer of 1˝L in B ˝k Bopp is B ˝k L. When we identify B ˝k Bopp

with Endk.B/ (endomorphisms of B as a k-vector space—see 2.9), the centralizer of L
becomes identified with EndL.B/ (endomorphisms as an L-vector space). This completes
the proof. 2
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COROLLARY 3.7 Let D be a central division algebra of degree n2 over k, and let L be a
field of degree n over k. Then L splitsD if and only if L can be embedded inD (i.e., there
exists a homomorphism of k-algebras L! D).

PROOF. If L embeds into D, then the last corollary shows that it splits D. Conversely, if
L splits D, then there exists a central simple algebra B over k containing L, similar to D,
and of degree ŒL W k�2. But B � D implies B � Mm.D/ for some m (see Remark 2.13a),
and the condition on the degrees implies that m D 1. 2

PROPOSITION 3.8 Every central division algebra over k contains a maximal subfield sep-
arable over k.

PROOF. Let D be a central division algebra over k, and let L be a subfield that is maximal
among the separable subfields ofD. IfL is not a maximal subfield ofD, then its centralizer
D0 is a central division algebra over L not equal to L (see 3.1). The next lemma shows that
D0 contains a separable subfield properly containing L, which contradicts the definition of
L. 2

LEMMA 3.9 Every central division algebra over k and not equal to it contains a subfield
separable over k and not equal to it.

PROOF. Let D be a central division algebra over k. Choose a basis .ei /1�i�n2 for D
with e1 D 1, and let x D

P
i aiei be an element of D. For every integer m, xm DP

i Pi .mI a1; : : : ; an2/ei , where the Pi are polynomials in the aj ’s with coefficients in k
that depend only on the structure constants for D. Therefore, if K is a field containing k
and

x D
X

ai .ei ˝ 1/; ai 2 K;

is an element ofD˝kK, then xm D
P
i Pi .mI a1; : : : an2/ei˝1with the same polynomials

Pi .
When k is perfect we know the lemma, and so we may assume that k has characteristic

p ¤ 0 and is infinite. Suppose that kŒa� is purely inseparable over k for every a 2 D.
Then ap

r

2 k for some r > 0, and one sees easily that there exists an r that works for
every element of D. For this particular r and i ¤ 1, Pi .pr I a1; : : : ; an2/ D 0 for all
a1; : : : ; an2 2 k, which implies that Pi .pr IX1; : : : ; Xn2/ is the zero polynomial (see FT,
proof of 5.18). Therefore, ap

r

2 kal for every element a of D ˝k kal. But D ˝k kal �
Mn.k

al/, and so
diag.1; 0; : : : ; 0/ D diag.1; 0; : : : ; 0/p

r

2 kal;

which implies that n D 1. 2

COROLLARY 3.10 The Brauer group Br.k/ D
S

Br.L=k/, where L=k runs over the
finite Galois extensions of k contained in a fixed separable algebraic closure of k.

PROOF. The proposition shows that every element of Br.k/ is split by a finite separable
extension, and therefore by a finite Galois extension. 2
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Central simple algebras and 2-cocycles

Fix a finite Galois extension L of k, and let G D Gal.L=k/. Define A.L=k/ to be the
class of central simple algebras A over k containing L and of degree ŒA W k� D ŒL W k�2

(hence, L equals its centralizer in A).
Fix an A 2 A.L=k/. For every � 2 G, Corollary 2.11 of the Noether-Skolem theorem

shows that there exists an element e� 2 A such that

�a D e�ae
�1
� for all a 2 L: (38)

Moreover, e� is determined by (38) up to multiplication by an element of L�, because if
f� has the same property, then f �1� e� centralizes L. Note that (38) can be written as

e� � a D �a � e� for all a 2 L; (39)

which says that moving e� past a 2 L replaces it with �a. Clearly e�e� has the property
(38) for �� , and so

e�e� D '.�; �/e�� (40)

for some '.�; �/ 2 L�. Note that

e�.e�e� / D e�.'.�; �/e�� / D �'.�; �/ � '.�; ��/ � e���

and
.e�e� /e� D '.�; �/e��e� D '.�; �/'.��; �/ � e��� :

Therefore the associative law implies that ' is a 2-cocycle. It is even a normalized 2-cocycle
if we choose e1 D 1. A different choice of e� ’s leads to a cohomologous 2-cocycle, and so
we have a well-defined map A 7! 
.A/WA.L=k/! H 2.L=k/.

THEOREM 3.11 The map 
 WA.L=k/ ! H 2.L=k/ is surjective, and its fibres are the
isomorphism classes.

We first need a lemma.

LEMMA 3.12 Let A 2 A.L=k/, and define e� to satisfy (38). Then the set .e� /�2G is a
basis for A as a left vector space over L.

PROOF. Note that

dimL.A/ D
dimk.A/

dimk.L/
D n;

and so it suffices to show that the e� are linearly independent. Suppose not, and let .e� /�2J
be a maximal linearly independent set. If � … J , then

e� D
X

a�e�

for some a� 2 L. Let a 2 L. When we compute e�a in two different ways,

e�a D �a � e� D
X
�2J

�a � a�e� ;

e�a D
X
�2J

a�e� � a D
X
�2J

a� � �a � e�

we find that �a � a� D �a � a� for all � 2 J . For at least one � 2 J , a� ¤ 0, and then the
equation shows that � D � , contradicting the fact that � … J . Therefore J D G. 2
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Now A is uniquely determined by the following properties: A � L; .e� /�2G is a basis
for A as an L-vector space; multiplication in A satisfies the equation (38) and (40).

Let A0 2 A.L=k/ and suppose that 
.A/ D 
.A0/. The condition implies that we can
choose bases .e� / and .e0� / for A and A0 satisfying (38) and (40) with the same 2-cocycle
'. The map

P
a�e� 7!

P
a�e
0
� WA! A0 is an isomorphism of k-algebras.

Next suppose that A and A0 are isomorphic elements of A.L=k/. The Noether-Skolem
theorem allows us to choose the isomorphism f WA ! A0 so that f .L/ D L and f jL is
the identity map. If e� satisfies condition (40) for A, then f .e� / satisfies (40) for A0. With
the choices .e� / and .f .e� //, A and A0 define the same cocycle.

These remarks show that the map A 7! 
.A/ defines a injection

A.L=k/=� ! H 2.L=k/:

To show that the map is surjective, we construct an inverse.
Let 'WG �G ! L� be a normalized 2-cocycle. Define A.'/ to be the L-vector space

with basis .e� /�2G endowed with the multiplication given by (38) and (40). Then e1 is an
identity element for multiplication, and the cocycle condition (exactly) shows that

e�.e�e� / D .e�e� /e� :

It follows that A.'/ is a k-algebra. We identify L with the subfield Le1 of A.'/.

LEMMA 3.13 The algebra A.'/ is central simple over K.

PROOF. Let ˛ D
P
a�e� centralize L, and let a 2 L. On comparing a˛ D

P
aa� � e�

with ˛a D
P
a� .�a/ � e� , we find that a� D 0 for � ¤ 1, and so ˛ D a1e1 2 L.

Therefore, the centralizer of L in A.'/ is L.
Let ˛ lie in the centre of A.'/. Then ˛ centralizes L, and so ˛ 2 L, say ˛ D ae1,

a 2 L. On comparing e� � ˛ D .�a/e� with ˛ � e� D ae� , we see that ˛ 2 k. Thus A.'/
is central.

Let A be a two-sided ideal in A.'/; in particular, A is an L-subspace of A.'/. If A
contains one element e� , then (40) shows that it contains all, and so equals A.'/. Suppose
A ¤ 0, and let ˛ D

P
a�e� be a primordial element of A, with say a�0 D 1. If a�1 ¤ 0,

�1 ¤ �0, then for every a 2 L,

.�1a/ � ˛ � ˛ � a D
X

a� .�1a � �a/e� 2 A:

If a is chosen so that �1a ¤ �0a, then this element is nonzero but has fewer nonzero
coefficients than ˛, contradicting its primordality. Therefore, ˛ D e�0 , and we have shown
that A D A.'/. 2

Let ' and '0 be cohomologous 2-cocycles, say,

a.�/ � �a.�/ � '0.�; �/ D a.��/ � '.�; �/

for some map aWG ! L�. One checks immediately that the L-linear map A.'/! A.'0/

sending e� to a.�/e0� is an isomorphism of k-algebras. Therefore ' 7! A.'/ defines a
map H 2.L=K/! A.L=k/=�, which is clearly inverse to A 7! 
.A/. This completes the
proof of Theorem 3.11.

The algebras A.'/ are called crossed-product algebra. Before group cohomology ex-
isted, 2-cocycles 'WG �G ! L� were called factor sets (and sometimes still are).
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THEOREM 3.14 For every finite Galois extension L=k, the map ' 7! ŒA.'/� defines an
isomorphism of abelian groups H 2.L=k/! Br.L=k/.

To show that this map is bijective, it suffices (after Theorem 3.11) to show that the map
A 7! ŒA�WA.L=k/=� ! Br.L=k/ is bijective.

If A and A0 are similar central simple algebras over k, then (see 2.13) there exists a
central division algebra D such that A � D � A0, say, A � Mn.D/, A0 � Mn0.D/.
But if ŒA W k� D ŒA0 W k�, then n D n0, and so A � A0. This proves that the map
A.L=k/=� ! Br.L=k/ is injective, and 3.6 proves that it is surjective.

LEMMA 3.15 For any two 2-cocycles ' and '0, A.' C '0/ � A.'/˝k A.'0/.

PROOF. The proof is a little messy because we have to recognize A.'/ ˝k A.'0/, not as
a crossed-product algebra, but as matrix algebra over a crossed-product algebra. I merely
sketch the proof.4

Set A D A.'/, B D A.'0/, and C D A.' C '0/. Regard A and B as left L-modules
(using left multiplication), and define

V D A˝L B:

Concretely, V is the largest quotient space of A˝k B such that

la˝L b D a˝L lb

holds for all a 2 A, b 2 B , l 2 L.
The k-vector space V has a unique right A˝k B-module structure such that

.a0 ˝L b
0/.a˝k b/ D a

0a˝L b
0b , all a0; a 2 A , b0; b 2 B;

and a unique left C -module structure such that

.le00� /.a˝L b/ D le�a˝L e
0
�b , all l 2 L; � 2 G; a 2 A; b 2 B:

Here .e� /, .e0� /, and .e00� / are the standard bases for A D A.'/, B D A.'0/, and C D
A.' C '0/ respectively.

The two actions commute, and so the right action of A˝k B on V defines a homomor-
phism of k-algebras

f W .A˝k B/
opp
! EndC .V /:

This homomorphism is injective because A˝k B (and hence its opposite) is simple. Since
both .A ˝k B/opp and EndC .V / have degree n4 over k, where n D ŒL W k�, f is an
isomorphism. As we showed in (1.21), any two modules over a simple ring of the same
k-dimension are isomorphic, and it follows that V � C n as a C -module. Hence

EndC .V / � EndC .C
n/ DMn.C

opp/;

and on composing this isomorphism with f we obtain an isomorphism of k-algebras

.A˝k B/
opp
!Mn.C /

opp:

The same map can be interpreted as an isomorphism

A˝k B !Mn.C /: 2

4See Blanchard 1972, pp. 94–95, or Farb and Dennis 1993, p. 126–128, for the details.
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COROLLARY 3.16 For every separable algebraic closure kal of k, there is a canonical iso-
morphism Br.k/! H 2.kal=k/.

PROOF. For every tower of fields E � L � k with E and L finite and Galois over k, the
diagram

H 2.L=k/ H 2.E=k/

Br.L=k/ Br.E=k/

Inf

commutes (the vertical maps send ' to ŒA.'/�).5 Now use that

Br.k/ D
[

Br.L=k/ (3.10),

H 2.kal=k/ D
[
H 2.L=k/;

where both unions run over the finite Galois extensions L of k contained in kal. 2

COROLLARY 3.17 For every field k, Br.k/ is torsion, and for every finite extension L=k,
Br.L=k/ is killed by ŒL W k�.

PROOF. The same statements are true for the cohomology groups. 2

4 The Brauer Groups of Special Fields

The results of the last section allow us to interpret some of the results of Chapter III as
statements concerning the Brauer group of a field. In this section, we shall derive the same
results independently of Chapter III (but not quite of Chapter II).

Finite fields

Let k be a finite field. We saw in III, 1.4 that, for every finite extensionL of k,H 2.L=k/ D

0, and hence Br.k/ D 0. The following is a more direct proof of this fact.

THEOREM 4.1 (WEDDERBURN) Every finite division algebra is commutative.

PROOF. Let D be a finite division algebra with centre k, and let ŒD W k� D n2. Every
element of D is contained in a subfield kŒ˛� of D, and hence in a maximal subfield. Every
maximal subfield of D has qn elements. They are therefore isomorphic, and hence conju-
gate (Noether-Skolem). Therefore, for every maximal subfield L, D� D

S
˛L�˛�1, but

a finite group can not equal the union of the conjugates of a proper subgroup (because the
union has too few elements), and so D D L. 2

5Should add a proof that the diagram commutes.
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The real numbers

Let G D Gal.C=R/ D f1; �g. Then

H 2.C=R/ ' H 0
T .G;C

�/ D R�=NmG.C�/ D f˙g,

and so Br.C=R/ is a cyclic group of order 2. The nonzero element of H 2.C=R/ is repre-
sented by the 2-cocycle 'WG �G ! C�,

'.�; �/ D

�
�1 if � D � D �
1 otherwise

:

Let H be the usual quaternion algebra over R. Then the C-linear map A.'/ ! H sending
x� to j is an isomorphism of R-algebras. It follows that every central simple algebra over
R is isomorphic either to a matrix algebra over R or to a matrix algebra over H.

A nonarchimedean local field

LetK be a nonarchimedean local field. In Chapter III, Theorem 2.1, we defined an isomor-
phismH 2.Kal=K/ ' Q=Z, and hence an isomorphism Br.K/ ' Q=Z. In this subsection,
we explain how to construct this isomorphism more directly.

Let D be a central division algebra over K, and let n2 D ŒD W K�. For every subfield L
ofD containingK, the absolute value j � j has a unique extension to L. Since every element
˛ of D is contained in such a subfield of D, for example, in KŒ˛�, the absolute value j � j
has a unique extension to D. It is possible to verify that j � j is a nonarchimedean absolute
value on D in the obvious sense, i.e.,

(a) j˛j D 0 ” ˛ D 0;

(b) for all ˛; ˇ 2 D, j˛ˇj D j˛jjˇj;

(c) for all ˛; ˇ 2 D, j˛ C ˇj � maxfj˛j; jˇjg.

Let q be the number of elements in the residue field k of K, and define ord.˛/ for
˛ 2 D by the formula:

j˛j D .1=q/ord.˛/:

Then ord extends the additive valuation ordK on K (normalized to map K� onto Z) to D.
For any subfield L of D containing K, ŒL W K� � n, and so ord.L�/ � n�1Z. Hence also
ord.D�/ � n�1Z.

Let
OD D f˛ 2 D j ord.˛/ � 0g

P D f˛ 2 D j ord.˛/ > 0g:

Then OD is a subring inD, called the ring of integers. For every subfieldL ofD containing
K, OD \ L D OL, and so OD consists precisely of the elements of D that are integral
over OK . Moreover P is a maximal 2-sided ideal in OD (obviously), and the powers of it
are the only 2-sided ideals in D (the proof is the same as in the commutative case). Hence
Pe D pOD for some e. Then ord.D�/ D e�1Z, and therefore e � n.

Clearly, the elements of OD not in P are units. Therefore d def
D OD=P is again a

division algebra, and hence a field (4.1). Let f be its degree over k. Write d D kŒa�. We
can lift a to an element ˛ of OD . Because ŒKŒ˛� W K� � n, we have f � n.
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The same argument as in the commutative case shows that n2 D ef , namely, OD is a
free OK-module of some rankm. Because OD ˝OK K D D, m D n2. Moreover, because
OD ˝OK k D OD=pOD , it also is free of dimension of n2 over k. Now consider the
filtration of k-vector spaces

OD � P � P2 � � � � � Pe D pOD:

From our definition of f , OD=P D d has dimension f as a k-vector space, and the succes-
sive quotients are one-dimensional vector spaces over d . Hence OD=pOD has dimension
ef over k, and so ef D n2.

Because e � n, f � n, the equality ef D n2 implies that e D f D n. In particular,
every central division algebra ¤ K is ramified. Again write d D kŒa�, and lift a to an
element ˛ 2 D. ThenKŒ˛� is a field with residue field d , and so ŒKŒ˛� W K� � Œd W k� D n.
Therefore KŒ˛� has degree n over K and is unramified. It is a maximal subfield, and hence
splits D. We have shown that every element of Br.K/ is split by an unramified extension,
i.e., Br.K/ is equal to its subgroup Br.Kun=K/.

We next define the map
invK WBr.K/! Q=Z:

An element of Br.K/ is represented by a central division algebra D over K (unique up to
isomorphism). According to what we have just proved, there is a maximal subfield L of D
that is unramified over K. Let � be the Frobenius automorphism of L. According to the
Noether-Skolem theorem, there is an element ˛ 2 D such that �x D ˛x˛�1 for all x 2 L.
If ˛0 also has this property, then ˛0 D c˛ for some c 2 L, and so

ord.˛0/ D ord.c/C ord.˛/ � ord.˛/ mod Z:

We define
invK.D/ D ord.˛/ mod Z:

It depends only on the isomorphism class of D.

EXAMPLE 4.2 Let L be the unramified extension ofK of degree n, and let � be the Frobe-
nius automorphism of L=K, so that G def

D Gal.L=K/ D f� i j 0 � i � n� 1g. Let ' be the
2-cocycle

'.� i ; �j / D

�
1 if i C j � n � 1

� if i C j > n � 1;

where � is a prime element ofK (see the discussion preceding III 1.9). The crossed-product
algebra A.'/ equals

L
0�i�n�1Lei with the multiplication determined by

ei � a D �
ia � ei all a 2 L;

and

eiej D

�
eiCj if i C j � n � 1

�eiCj�n if i C j > n � 1;

We identify L with a subfield of A.') by identifying e0 with 1. Because e1ae�11 D �a

for a 2 L, we can use e1 to compute the invariant of A.'/. According to the above rules,
en1 D en�1e1 D �e0 D � . Hence

invK.A.'// D ord.e1/ D
1
n
ord.en1 / D

1
n
ord.�/ D 1

n
;

as expected.
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PROPOSITION 4.3 The map invK WBr.K/! Q=Z just defined is a bijection.

PROOF. Let L be the unramified extension ofK of degree n (contained in a fixed algebraic
closure Kal of K), and let l=k be the corresponding extension of residue fields. Because
the norm maps l ! k, l� ! k� are surjective, and UL has a filtration whose quotients
are l� or l one finds that the norm map UL ! UK is surjective (see III, 1.2). Therefore,
H 0
T .G;UL/ D 0, and (because the cohomology of cyclic groups is periodic) this implies

that H 2.G;UL/ D 0. As L� D UL � �Z for any prime element � of K,

H 2.L=K/ D H 2.G; �Z/:

Consideration of the cohomology sequence of

0! Z! Q! Q=Z! 0

shows that H 2.G; �Z/ is cyclic of order n and is generated by the class of the cocycle '
considered in the last example (see the discussion preceding III, 1.9). Therefore, Br.L=K/
is cyclic of order n, and it is generated by ŒA.'/�. It now follows that invK WBr.Kun=K/!

Q=Z is an isomorphism, and we saw above that Br.Kun=K/ D Br.Kal=K/. 2

REMARK 4.4 (a) The calculation in Example 4.2 shows that the invariant map defined in
this chapter agrees with that in the preceding chapter using cohomology. In particular, this
shows that the map defined here is a homomorphism.

(b) A calculation as in Example 4.2 shows that invK.A.'i / D i
n

mod Z. I claim that
if i is relatively prime to n, then A.'i / is a central division algebra. If not, then A.'i / �
Mr.D/ for a central division algebra D of degree m2 some m < n, and invK.A.'

i // D

invK.D/ 2
1
m
Z=Z, which is a contradiction. It follows that each central division algebra

overK is isomorphic to exactly one division algebra of the form A.'i / for some n � 1 and
some i relatively prime to n. In particular, for a central division algebraD, the order of ŒD�
in Br.K/ is

p
ŒD W K�.

(c) LetD be a central division algebra of degree n2 overK. Because the map Br.K/!
Br.L/ multiplies the invariant by ŒL W K� (see III, 2.1), D is split by every extension L of
K of degree n. Therefore every such L can be embedded into D (by 3.7). In other words,
every irreducible polynomial in KŒX� of degree n has a root in D!

NOTES The results for finite fields, the real numbers, and nonarchmidean local fields are due re-
spectively to Wedderburn, Frobenius, and Hasse. The calculation of the Brauer group of a nonar-
chimedean local field is essentially the original (pre-cohomological) proof of Hasse.

5 Complements

Semisimple algebras

Recall that a k-algebraA is semisimple if everyA-module is semisimple. Simple k-algebras
are semisimple (1.18) and Maschke’s theorem (GT, 7.4) shows that the group algebra kŒG�
is semisimple when the order of G is not divisible by the characteristic of k.

EXAMPLE 5.1 Let A be a finite product of simple k-algebras. Every minimal left ideal of
a simple factor of A is a simple A-submodule of AA. Therefore, AA is a sum of simple
A-modules, and so is semisimple. Since every A-module is a quotient of a direct sum of
copies of AA, this shows that A is semisimple.
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Before stating the main result of this section, we recall some elementary module theory.

5.2 Let A be an k-algebra, and consider modules

M DM1 ˚ � � � ˚Mn

N D N1 ˚ � � � ˚Nm:

Let ˛ be an A-linear map M ! N . For xj 2Mj , let

˛.0; : : : ; 0; xj ; 0; : : : ; 0/ D .y1; : : : ; ym/:

Then xj 7! yi is an A-linear map Mj ! Ni , which we denote ˛ij . Thus, ˛ defines an
m � n matrix whose ij th coefficient is an A-linear map Mj ! Ni . Conversely, every such
matrix .˛ij / defines an A-linear map M ! N , namely,0BBBBBB@

x1
:::

xj
:::

xn

1CCCCCCA 7!
0BBBBBB@
˛11 � � � ˛1j � � � ˛1n
:::

:::
:::

˛i1 � � � ˛ij � � � ˛jn
:::

:::
:::

˛m1 � � � ˛mj � � � ˛mn

1CCCCCCA

0BBBBBB@
x1
:::

xj
:::

xn

1CCCCCCA
def
D

0BBBBBB@
˛11.x1/C � � � C ˛1n.xn/

:::

˛i1.x1/C � � � C ˛in.xn/
:::

˛m1.x1/C � � � C ˛mn.xn/

1CCCCCCA :

Thus, we see
HomA.M;N / '

�
HomA.Mj ; Ni /

�
1�j�n, 1�i�m (41)

(isomorphism of k-vector spaces). When M D N , this becomes an isomorphism of k-
algebras. For example, if M is a direct sum of m copies of M0, then

EndA.M/ 'Mm.EndA.M0// (42)

(m �m matrices with coefficients in the ring EndA.M0/).

THEOREM 5.3 Let V be a finite-dimensional k-vector space and A a k-subalgebra of
Endk.V /. If V is semisimple as an A-module, then the centralizer of A in Endk.V / is
a product of simple k-algebras (hence it is a semisimple k-algebra).

PROOF. By assumption, we can write V �
L
i riSi , where the Si are simple A-modules,

no two of which are isomorphic. The centralizer of A in Endk.V / is EndA.V /, and
EndA.V / � EndA.

L
i riSi /. Because HomA.Sj ; Si / D 0 for i ¤ j ,

EndA.
L
riSi / '

Y
i
EndA.riSi / by (41)

'

Y
i
Mri .Di / by (42)

where Di D EndA.Si /. According to Schur’s lemma (1.16), Di is a division algebra, and
therefore Mri .Di / is a simple k-algebra (1.11). 2

THEOREM 5.4 Every semisimple k-algebra is isomorphic to a product of simple k-algebras.

PROOF. Choose an A-module V on which A acts faithfully, for example, V D AA. Then
A is equal to its double centralizer C.C.A// in Endk.V / (see 1.14). According to Theorem
5.3, C.A/ is semisimple, and so C.C.A// is a product of simple algebras (5.3). 2
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Modules over a semisimple k-algebra

Let A D B � C be a product of k-algebras. A B-module M becomes an A-module with
the action .b; c/m D bm.

THEOREM 5.5 Let A be a semisimple k-algebra, say, A D A1 � � � � � At with the Ai
simple. For each Ai , let Si be a simple Ai -module.

(a) Each Si is a simple A-module, and every simple A-module is isomorphic to exactly
one of the Si .

(b) Every A-module is isomorphic to
L
riSi for some ri 2 N, and two modules

L
riSi

and
L
r 0iSi are isomorphic if and only if ri D r 0i for all i .

PROOF. (a) It is obvious that each Si is simple when regarded as an A-module, and that
no two of them are isomorphic. It follows from 1.20 that AA �

L
riSi for some ri 2 N.

Let S be a simple A-module, and let x be a nonzero element of S . Then the map a 7!
axWAA! S is surjective, and so its restriction to some Si in AA is nonzero, and hence an
isomorphism.

(b) The first part follows from (a) and the definition of a semisimple ring, and the second
part follows from 1.3. 2

PROPOSITION 5.6 Let A be a semisimple k-algebra and k0 a separable extension of k.
Then A˝k F is semisimple.

PROOF. We may suppose that it is simple. Then the centre F of A is a field. Because k0=k
is separable, F ˝k k0 is a product of fields Fi . Now

A˝k k
0
' A˝F .F ˝k k

0/ ' A˝F .
Y

Fi / '
Y

A˝F Fi,

and each algebra A˝F Fi is simple (2.15). 2

Algebras, cohomology, and group extensions

Let A be a central simple algebra of degree n2 over k, and assume that A contains a field
L that is Galois of degree n over k. Let E be the set of invertible elements ˛ 2 A such that
˛L˛�1 D L. Then each ˛ 2 E defines an element x 7! ˛x˛�1 of Gal.L=k/, and the
Noether-Skolem theorem implies that every element of Gal.L=k/ arises from an ˛ 2 E.
Because ŒL W k� D

p
ŒA W k�, the centralizer of L is L itself, and so the sequence

1! L� ! E� ! Gal.L=k/! 1

is exact. It is not difficult to show that the map sending A to this sequence defines an
isomorphism from A.L=k/ to the set of isomorphism classes of extensions of Gal.L=k/
by L�, and hence to H 2.L=k/ (see II, 1.18). See Serre 1950/51.

Brauer groups and K-theory

Let k be a field containing a primitive nth root � of 1. To any elements a; b 2 k�, one
attaches the k-algebra A.a; bI �/ having generators i and j and relations

in D a; j n D b; ij D �j i:
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It is a central simple algebra over k.
The Milnor K-group K2F of a field F is the quotient of F � ˝Z F

� by the abelian
group generated by the elements of the form u˝ .1�u/ with u an element of F � such that
1�u 2 F �. ThusK2F has as generators pairs fa; bg, one for each pair of elements in F �,
and relations

fab; cg D fa; cgfb; cg

fa; bcg D fa; bgfa; cg

fu; 1 � ug D 1:

It is known that these relations imply that

fu; vg D fv; ug�1

fu;�ug D 1

(see Rosenberg 1994, p. 214).
It is not difficult to show that the A.a; bI �/, considered as elements of Br.k/ satisfy

these relations, and so there is a well-defined homomorphism

K2k ! Br.k/:

Remarkably, it has been proved (Theorem of Merkuryev-Suslin, early 1980s) that this map
defines an isomorphism fromK2k=nK2k onto the subgroup of Br.k/ of elements killed by
n, and so we have an explicit description of Br.k/n in terms of generators and relations.6

EXERCISE 5.7 Let F be a field of characteristic ¤ 2, and define the quaternion algebra
H.a; b/ as in (1.12). Thus H.a; b/ has basis 1; i; j; k and i2 D a, j 2 D b, k D ij D �j i .
It is a central simple algebra over F .

(a) Show that every 4-dimensional central simple algebra over k is isomorphic toH.a; b/
for some a; b 2 F �.

(b) According to Wedderburn’s theorem, either H.a; b/ � M2.F / or H.a; b/ is a divi-
sion algebra. Show that the first case occurs if and only ifw2�ax2�by2Cabz2 has
a nontrivial zero in F . (Hint: for ˛ D wCxi Cyj C zk, let N̨ D w�xi �yj � zk,
and note that ˛ N̨ D w2 � ax2 � � � � /

(c) Show thatH.1; 1/ �M2.F /. (Hint: consider the matrices e12C e21 and e11� e22.)

(d) Show that H.a; b/ � H.ax2; by2/ any x; y 2 F �.

(e) Show that H.a; b/ ˝F L is the quaternion algebra over L defined by a; b regarded
as elements of L.

(f) Verify that H.a; b/ is in fact central simple over F .

(g) Show that H.a; 1 � a/ �M2.F /, provided a; 1 � a 2 F �.

(h) Show that H.1; b/ � H.a;�a/ �M2.F / (Hint: consider j C k and i C j .)

(i) Show that H.a; b/ � H.a; b/opp.

6See: Merkurjev, A. S.; Suslin, A. A. K-cohomology of Severi-Brauer varieties and the norm residue
homomorphism. (Russian) Izv. Akad. Nauk SSSR Ser. Mat. 46 (1982), no. 5, 1011–1046, 1135–1136.

The theorem is discussed in the book: Kersten, Ina. Brauergruppen von Körpern. (German) [Brauer groups
of fields] Aspects of Mathematics, D6. Friedr. Vieweg & Sohn, Braunschweig, 1990.
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(j) Show that H.a; b/ �M2.F / if and only if a 2 Nm.F Œ
p
b�).

(k) Show that the map fa; bg 7! ŒH.a; b/�WK2F ! Br.F / is well-defined.

EXERCISE 5.8 For a given central division algebraD over Q, determine the number fields
that admit an embedding into D.

EXERCISE 5.9 Determine the number fields that admit an embedding into some central
division algebra over Q.

For a solution to Exercises 5.8 and 5.9, see sx178999.

Notes

Brauer groups were introduced and studied by R. Brauer, and studied by Albert, Brauer,
Noether, Hasse, and others, starting in the nineteen-twenties. The classic accounts are:
Deuring, M., Algebren, Springer, 1935.
Artin, E., Nesbitt, C., and Thrall, R., Rings with Minimum Condition, University of Michi-
gan. Press, 1944.
Apart from the quaint terminology (e.g., Kronecker products for tensor products), the latter
is still an excellent book.

Other books include Blanchard 1972, Farb and Dennis 1993, and Herstein 1968. These
books include the Brauer group, but also cover much more (but no number theory). The
second has lots of exercises.

I found the following especially useful when I was writing the first version of this chap-
ter:
Serre, J-P., Applications algébriques de la cohomologie des groupes, I, II, Séminaire Henri
Cartan, 1950/51 (now available at www.numdam.org).

https://math.stackexchange.com/questions/178999/




Chapter V

Global Class Field Theory:
Statements of the Main Theorems

La théorie du corps de classes a une réputation
de difficulté qui est en partie justifiée. Mais il
faut faire une distinction: il n’est peut-être pas
en effet dans la science de théorie où tout à la
fois les démonstrations soient aussi ardues, et les
résultats d’une aussi parfaite simplicité et d’une
aussi grande puissance.
J. Herbrand, 1936, p. 2.1

In this chapter, I state and explain the main theorems of global class field theory. They
will be proved in Chapter VII

Throughout this chapter, K is a number field, although most of the results hold also for
finite extensions of Fp.T /.

Recall that for a number field K, we define a prime of K to be an equivalence class of
nontrivial absolute values ofK. There are two types of primes: the finite primes, which can
be identified with the prime ideals of OK , and the infinite primes. A real infinite prime can
be identified with an embedding ofK into R, and a complex infinite prime can be identified
with a conjugate pair of embeddings of K into C. We use p or v to denote a prime, finite or
infinite. We use S to denote a finite set of primes ofK, and also the set of primes of a finite
extension L of K lying over K. The set of infinite primes is denoted by S1.

The completion of K at a prime p (resp. v) is denoted by Kp (resp. Kv), and the inclu-
sion K ,! Kp (resp. K ,! Kv/ is denoted a 7! ap (resp. a 7! av).

1 Ray Class Groups

Ideals prime to S

Let I D IK be the group of fractional ideals in K. For a finite set S of primes of K, we
define IS to be the subgroup of I generated by the prime ideals not in S . Each element a

1Class field theory has a reputation for being difficult, which is partly justified. But it is necessary to make
a distinction: there is perhaps nowhere in science a theory in which the proofs are so difficult but at the same
time the results are of such perfect simplicity and of such great power.

147
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of IS factors uniquely as

a D pn11 � � � p
ns
s ; pi … S; ni 2 Z;

and so IS can be identified with the free abelian group generated by the prime ideals not in
S . Define

KS D fa 2 K� j .a/ 2 ISg D fa 2 K� j ordp.a/ D 0 all finite p 2 Sg:

Let i WKS ! IS be the map sending an element a of KS to the ideal aOK .
For example, when K D Q and S is the set of prime numbers dividing and integer n,

IS is the set of fractional ideals

f.r=s/ j r; s 2 Z , gcd.r; n/ D 1 D gcd.s; n/g

and
QS D fr=s j r; s 2 Z , gcd.r; n/ D 1 D gcd.s; n/g:

In this case, the natural map QS ! IS is surjective with kernel f˙1g.

LEMMA 1.1 For every finite set S of prime ideals in OK , the sequence

0! UK ! KS ! IS ! C ! 0

is exact. (Here UK D O�K and C is the full ideal class group I=i.K�/.)

PROOF. To show that IS ! C is surjective, we have to show that every ideal class C is
represented by an ideal in IS . Let a represent C. Then a D bc�1 with b and c integral
ideals, and for any c 2 c, a�.c/ D b � c�1 � .c/ is integral, and so we may suppose that a
itself is an integral ideal. Write a D

Q
p2S pn.p/b, where b 2 IS . For each p 2 S , choose

a �p 2 p r p2, so that ordp.�p/ D 1. By the Chinese Remainder Theorem, there exists an
a 2 OK such that

a � �
n.p/
p mod pn.p/C1

for all p 2 S . These congruences imply that ordp.a/ D n.p/ for all p 2 S , and so
.a/ D

Q
p2S pn.p/b0 with b0 2 IS . Now a�1a 2 IS and represents the same class as a in

C .
Next, if a 2 IS maps to zero in C , then a D .˛/ for some ˛ 2 KS , and ˛ is uniquely

determined up to a unit. This proves the exactness at the remaining places. 2

REMARK 1.2 In fact, every class in C is represented by an integral ideal a in IS : suppose
the class is represented by a 2 IS ; write a D bc�1 with b and c integral ideals in IS ,
choose a nonzero c 2 c \KS (exists by the Chinese remainder theorem), and note that ca
is integral.

Moduli

DEFINITION 1.3 A modulus for K is a function

mW f primes of Kg ! Z

such that
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(a) m.p/ � 0 for all primes p, and m.p/ D 0 for all but finitely many p;

(b) if p is real, then m.p/ D 0 or 1;

(c) if p is complex, then m.p/ D 0.

Traditionally, one writes
m D

Y
p

pm.p/:

A modulus m D
Q

pm.p/ is said to divide a modulus n D
Q

p p
n.p/ if m.p/ � n.p/ for all

p. In particular, a prime p divides a modulus m if and only if m.p/ > 0.
A modulus m can be written

m D m1m0;

where m1 is a product of real primes and m0 is product of positive powers of prime ideals,
and hence can be identified with an ideal in OK .

The ray class group

For a modulus m, define Km;1 to be the set of a 2 K� such that�
ordp.a � 1/ � m.p/ all finite p dividing m

ap > 0 all real p dividing m:

Note that

ordp.a � 1/ � m.p/ ” �m.p/j.ap � 1/

” a 7! 1 in .Op=p
m.p//� ' . OOp=Op

m.p//�;

where � is a prime element in the completion Kp of K at p. Let

S.m/ D f primes dividing mg:

For any a 2 Km;1 and prime ideal p dividing m, ordp.a � 1/ > 0 D ordp.1/, and so

ordp.a/ D ordp..a � 1/C 1/ D 0:

Therefore, for any a 2 Km;1, the ideal .a/ lies in IS.m/. Let i denote the map a 7!
.a/WKm;1 ! IS.m/. The quotient

Cm D I
S.m/=i.Km;1/

is called the (ray) class group modulo m.

EXAMPLE 1.4 The expression m D .2/3 � .17/2 � .19/ � 1 is a modulus for Q with m0 D
.2/3 �.17/2 �.19/ and m1 D1 (here1 denotes the unique infinite prime of Q). Moreover,
Qm;1 consists of the positive rational numbers a such that8<:

ord2.a � 1/ � 3

ord17.a � 1/ � 2

ord19.a � 1/ � 1

:

The condition at 2 says that a is the quotient of two odd integers, a D b=c, and that the
image of bc�1 in .Z=8Z/� is 1. The other conditions can be expressed similarly.
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LEMMA 1.5 Let S be a finite set of prime ideals of K. Then every element ˛ 2 KS can
be written ˛ D a=b with a; b 2 OK \KS .

PROOF. Because ˛ 2 KS , .˛/ D a=b with a; b integral ideals in IS . Clearly a and b
represent the same element C of the ideal class group, and according to Remark 1.2 we can
choose an integral ideal c in IS to represent C�1. Now .˛/ D ac=bc D .a/=.b/ for some
a; b 2 OK \KS . 2

PROPOSITION 1.6 Every class in Cm is represented by an integral ideal a, and two integral
ideals a and b represent the same class in Cm if and only if there exist nonzero a; b 2 OK
such that aa D bb and

a � b � 1 mod m0

a and b have the same sign for every real prime dividing m:

PROOF. Suppose that the class is represented by a 2 IS , and let a D bc�1 with b and
c integral ideals in IS . The Chinese remainder theorem shows that there exists a nonzero
c 2 c\Km0;1, and the strong approximation theorem shows that c can be chosen to be > 0
at the real primes. Now ca is integral and represents the same class as a in Cm. The second
part of the statement follows from Lemma 1.5. 2

Thus, for example, the usual ideal class group can be identified with the set of integral
ideals modulo the equivalence relation: a � b if and only if aa D bb for some nonzero
a; b 2 OK .

THEOREM 1.7 For every modulus m of K, there is an exact sequence

0! U=Um;1 ! Km=Km;1 ! Cm ! C ! 0

and canonical isomorphisms

Km=Km;1 '

Y
p real
pjm

f˙g �

Y
p finite
pjm

.OK=pm.p//� '
Y
p real
pjm

f˙g � .OK=m0/�;

where

Km D K
S.m/
D f˛ 2 K� j ordp.˛/ D 0 for all pjm0g

U D O�K , the group of units in K,

Um;1 D U \Km;1:

Therefore, Cm is a finite group of order

hm D h � .U W Um;1/
�1
� 2r0 � N.m0/ �

Y
pjm0

�
1 �

1

Np

�
;

where r0 is the number of real primes dividing m and h is the class number of K (order of
C ).
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PROOF. The inclusion IS.m/ ! I defines a homomorphism Cm ! C . Consider the pair
of maps

Km;1
f
�! Km

g
�! IS.m/:

According to the Lemma 1.1, the kernel and cokernel of g are U and C respectively. The
cokernel of g ı f is Cm (by definition) and its kernel is Km;1 \ U D Um;1. Finally, f is
injective. Therefore, the kernel-cokernel sequence (see II, A.2) of the pair of maps is

0! Um;1 ! U ! Km=Km;1 ! Cm ! C ! 0:

We next prove that Km is canonically isomorphic to the given groups. Let p be a prime
dividing m. If p is real, we map ˛ 2 Km to the sign of ˛p (recall that a real prime is an
embeddingK ,! R, and that ˛p denotes the image of ˛ under the embedding). If p is finite,
i.e., it is a prime ideal in OK , then we map ˛ 2 Km to Œa�Œb��1 2 .OK=pm.p//�, where
a; b are as in the lemma. As a and b are relatively prime to p, their classes Œa� and Œb� in
OK=pm.p/ are invertible, and so this makes sense. The weak approximation theorem (ANT,
7.20) shows that the map Km !

Q
f˙g �

Q
.OK=pm.p//� is surjective, and its kernel is

obviously Km;1.
The Chinese Remainder Theorem shows that there is an isomorphism of rings

OK=m0 '
Y
pjm

OK=pm.p/;

and hence an isomorphism of groups

.OK=m0/� '
Y
.OK=pm.p//�:

This completes proof of the isomorphisms.
It remains to compute the orders of the groups. Note that OK=pm is a local ring with

maximal ideal p=pm (because its ideals correspond to the ideals of OK containing pm), and
so its units are the elements not in p=pm. The filtration

.OK=pm/� � .1C p/=pm � � � � � .1C pm�1/=pm � 0

has quotients isomorphic to

k�; k; : : : ; k; k
def
D OK=p;

and so .OK=pm/� has order .q � 1/qm�1, q D .OK W p/
def
D Np. This shows that

.Cm W 1/ D .C W 1/ � .Km W Km;1/ � .Um W Um;1/
�1

is equal to the expression in the statement of the theorem. 2

EXAMPLE 1.8 (a) If m D 1, then Cm D C .
(b) When m is the product of the real primes, Cm is the narrow-class group and there is

an exact sequence
0! U=UC ! K�=KC ! Cm ! C ! 1;

whereKC is the group of totally positive elements (i.e., positive under all real embeddings)
and UC is the group of all totally positive units. Moreover, K�=KC '

Q
p realf˙g, and so

the kernel of Cm ! C is the set of possible signs modulo those arising from units.
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For Q, the narrow-class group is trivial. For QŒ
p
d�, d > 0, there are two real primes,

and U D f˙"m j m 2 Zg � .Z=2Z/ � Z, where " is a fundamental unit. Let N" be the
conjugate of ". Then hm D 2h or h according as " and N" have the same or different signs.
Note that Nm."/ D C1 if the signs are the same and �1 if they differ. For small values of
d we have

d h " Nm."/

2 1 1C
p
2 �1

3 1 2C
p
3 1

5 1 .1C
p
5/=2 �1

6 1 5C 2
p
6 1

Therefore, QŒ
p
3� and QŒ

p
6� have class number 1 but narrow-class number 2, whereas for

QŒ
p
2� and QŒ

p
5� both class numbers are 1.

(c) For the field Q and the modulus .m/, the sequence becomes

0! f˙1g ! .Z=mZ/� ! Cm ! 0:

For the modulus1.m/, the sequence becomes

0! f˙1g ! f˙g � .Z=mZ/� ! Cm ! 0:

Here�1maps to .�; Œ�1�/, and the subgroup .Z=mZ/� of the product maps isomorphically
onto the quotient Cm.

The Frobenius element

We review the theory of the Frobenius element (ANT, Chapter 8). LetK be a number field,
and let L be a finite Galois extension of K with group G. Let p be an ideal of K, and let P
be an ideal of L lying over it. The decomposition group D.P/ (or G.P/) is defined to be

f� 2 G j �P D Pg:

Equivalently, it is the set of elements of G that act continuously for the P-adic topology,
and so extend to the completion LP. In this way we obtain an isomorphism

D.P/ �! Gal.LP=Kp/:

Assume P is unramified over p. Then the action of Gal.LP=Kp/ on OL induces an iso-
morphism

Gal.LP=Kp/! Gal.l=k/;

where l and k are the residue fields. Pictorially:

P L LP l

PD LD.P/ Kp k

p K

f D.P/ f D.P/ D.P/

g
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The group Gal.l=k/ is cyclic with a canonical generator, namely, the Frobenius element
x 7! xq , where q is the number of elements of k. Hence D.P/ is cyclic, and the generator
of D.P/ corresponding to the Frobenius element in Gal.l=k/ is called the Frobenius ele-
ment .P; L=K/ at P. It is the unique element � of Gal.L=K/ satisfying the following two
conditions:

(a) � 2 D.P/, i.e., �P D PI
(b) for all ˛ 2 OL, �˛ � ˛q mod P, where q is the number of elements the residue

field OK=p, p D P \K:
We now list the basic properties of .P; L=K/:

1.9 Let �P be a second prime dividing p. Then D.�P/ D �D.P/��1, and

.�P; L=K/ D �.P; L=K/��1:

PROOF. If � 2 D.P/, then

����1.�P/ D ��P D �P;

and so ����1 2 D.�P/. Thus �D.P/��1 � D.�P/, and since they have the same order,
they must be equal.

Let ˛ 2 OL and let � D .P; L=K/; then

����1.˛/ D �
�
.��1˛/q C a

�
, some a 2 P , and

�
�
.��1˛/q C a

�
D ˛q C �a � ˛q mod�P: 2

As G acts transitively on the primes dividing p, this implies that

f.P; L=K/ j Pjpg

is a conjugacy class in G, which we denote .p; L=K/. When L=K is abelian, .p; L=K/
contains a single element, and we regard it as an element of Gal.L=K/ (rather than a set
consisting of a single element).

1.10 Consider a tower of fields
M Q
j

L P
j

K p

and assume that Q is unramified over p; then

.Q;M=L/ D .Q;M=K/f .P=p/:

PROOF. Let k.Q/ � k.P/ � k.p/ be the tower of residue fields. Then f .P=p/ def
D Œk.P/ W

k.p/�, and the Frobenius element in Gal.k.Q/=k.P// is the f .P=p/th power of the Frobe-
nius element in Gal.k.Q/=k.p//. The rest is straightforward. 2

1.11 In 1.10, assume that L is Galois over K; then

.Q;M=K/jL D .P; L=K/:
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PROOF. Clearly .Q;M=K/jL satisfies the conditions characterizing .P; L=K/. 2

Let L1 and L2 be Galois extensions of K contained in some field ˝, and let M D

L1 � L2. Then M is Galois over K, and there is an injective homomorphism

� 7! .� jL1; � jL2/WGal.M=K/! Gal.L1=K// �Gal.L2=K/:

1.12 Let Q be a prime ideal of OM , and let Pi D Q \OLi . Under the above map,

.Q;M=K/ 7! .P1; L1=K/ � .P2; L2=K/:

PROOF. Apply 1.11. 2

Note that p splits completely in L if and only if .P; L=K/ D 1 for one (hence all)
primes P lying over it. Hence, in the situation of 1.12, p splits completely inM if and only
if it splits completely in L1 and L2:

2 L-Series and the Density of Primes in Arithmetic
Progressions

We begin by briefly reviewing the elementary theory of DirichletL-series (see, for example,
Serre 1970, Chapter VI).

Letm be an integer. A Dirichlet character modulom is a homomorphism �W .Z=mZ/� !
C�. Because .Z=mZ/� is finite, �.Œn�/ is a root of 1 for all n. A Dirichlet character modulo
m can be regarded as a multiplicative function on the set of integers prime tomwhose value
at n depends only on n modulo m. Often one extends � to a function on all the integers by
setting �.n/ D 0 when gcd.m; n/ ¤ 1. The trivial Dirichlet character modulo m, taking
the value 1 for all integers prime to m, is called the principal Dirichlet character �0.

To a Dirichlet character � modulo m, one attaches a Dirichlet series

L.s; �/ D
Y
p-m

1

1 � �.p/p�s
D

X
n>0

�.n/=ns:

Both expressions converge for s a complex number with <.s/ > 1—their equality is the
analytic expression of the unique factorization. Note thatL.s; �0/ differs from the Riemann
zeta function �.s/ only in that it is missing the factors 1

1�p�s
for p dividing m.

THEOREM 2.1 (a) The zeta function �.s/ extends to a meromorphic function on the half-
plane <.s/ > 0, and

�.s/ D
1

s � 1
C '.s/;

where '.s/ is holomorphic for <.s/ > 0.
(b) If � ¤ �0, then the series for L.s; �/ converges for <.s/ > 0 and L.1; �/ ¤ 0.

PROOF. Serre 1970, Chapter VI, Propositions 10, 12, Théor̀eme 1. 2

On applying log to the equality in (a), one finds using the approximation� log.1�x/ �
x that X

1=ps � log
1

1 � s
as s # 1:
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By this we mean that the quotient
P
1=ps

� log.1�s/
converges to 1 as s approaches 1 through

real numbers > 1. This result makes reasonable the definition that a set T of primes has
Dirichlet (or analytic) density ı ifX

p2T

1=ps � ı log
1

1 � s
as s # 1:

Define f�.s/ D
P
p-m �.p/=p

s . Then (2.1b) shows that, for � ¤ �0, f�.s/ is bounded
near s D 1. An elementary argument (Serre 1970, Chapter VI, Lemme 9) shows that, for
every a prime to m, X

p�a modm

1=ps D
1

'.m/

X
�

�.a/�1f�.s/;

where '.m/ def
D j.Z=mZ/�j and the sum is over all Dirichlet characters modulo m.

THEOREM 2.2 For every a prime to m, the primes in the arithmetic progression

: : : ; a � 2m; a �m; a; aCm; aC 2m; : : :

have Dirichlet density 1='.m/.

PROOF. For � ¤ �0, f�.s/ remains bounded near s D 1, and soX
p�a modm

1=ps �
1

'.m/
�0.a/

�1f�0.s/ �
1

'.m/
log

1

1 � s
as s # 1:

2

COROLLARY 2.3 For everym, the set of primes splitting in the cyclotomic field QŒ�m� has
Dirichlet density 1='.m/.

PROOF. A prime ideal .p/ splits in QŒ�m� if and only if p � 1 mod m. 2

We now explain how the above results generalize from Q to arbitrary number fields.
Proofs will be given in Chapter VI.

LetK be a number field, and let m be modulus forK. A (Dirichlet or Weber) character
modulo m is a homomorphism �WCm ! C�—again, its values are roots of 1. Alternatively,
such a character is a multiplicative function IS ! C� that is zero on i.Km;1/ for some
modulus m with S.m/ D S . The principal character modulo m is the function �0WCm !

C� taking only the value 1.
To a character � modulo m, one attaches a Dirichlet series

L.s; �/ D
Y
p-m

1

1 � �.p/Np�s
D

X
.a;m0/DOK

�.a/=Nas:

The product is over the prime ideals relatively prime to m0, and the sum is over the inte-
gral ideals relatively prime to m0. Again, both expressions converge for <.s/ > 1, and
their equality is the analytic expression of the unique factorization of ideals. The L-series
L.s; �0/ differs by only a finite number of factors from the Dedekind zeta function

�K.s/
def
D

Y
p

1

1 � Np�s
D

X
a�OK

Na�s:
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THEOREM 2.4 (a) The zeta function �K.s/ extends to a meromorphic function on the half-
plane <.s/ > 0, and

�K.s/ �
2r1.2�/r2 Reg.K/
wK j�K=Qj1=2

hK
1

s � 1
as s # 1;

where r1 and r2 are the numbers of real and complex primes of K respectively, Reg.K/ is
the regulator of K (see ANT, Chapter 5), wK is the number of roots of 1 in K, �K=Q is the
discriminant of K=Q, and hK is the class number.

(b) If � ¤ �0, then the series for L.s; �/ converges for <.s/ > 0 and L.1; �/ ¤ 0.

The proof of (b) uses the Existence Theorem (see 3.6).
Again, on applying log to the equality in (a), one finds thatX

p

1=Nps � log
1

s � 1
as s # 1;

and one says that a set T of prime ideals in K has Dirichlet (or natural) density ı ifX
p2T

1=Nps � ı log
1

s � 1
as s # 1:

A similar argument to that in the previous case proves:

THEOREM 2.5 For every ideal a relatively prime to m0, the prime ideals in OK whose
class in Cm is Œa� have Dirichlet density 1=hm.

The analysis in the proofs of Theorems 2.4 and 2.5 is the same as in the case K D Q,
but the number theory is much more difficult.

3 The Main Theorems in Terms of Ideals

The Artin map

Let L=K be a finite abelian extension Galois group G. Recall that, for a prime ideal p of
K that is unramified in L, there is a Frobenius automorphism � D .p; L=K/ of L uniquely
determined by the following condition: for every prime ideal P ofL lying over p, �P D P,
and �˛ � ˛Np mod P.

For every finite set S of primes of K containing all primes that ramify in L, we have a
homomorphism

 L=K W I
S
! Gal.L=K/; pn11 � � � p

nt
t 7!

Y
.pi ; L=K/

ni

called the global Artin map (or reciprocity map).

EXAMPLE 3.1 Let K D QŒ
p
m�, where m is a square-free integer. The set S of finite

primes ramifying in K consists of the primes dividing m if m � 1 mod 4 and the primes
dividingm together with 2 otherwise. Identify Gal.K=Q/ with f˙1g. The Artin map is the
homomorphism determined by

p 7!

�
m

p

�
W IS ! Gal.K=Q/;

where .m
p
/ is the quadratic residue (Legendre) symbol.
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EXAMPLE 3.2 Let L D QŒ�m�, where �m is a primitive mth root of 1. Assume that m is
odd or divisible by 4 (so that the primes ramifying in L are precisely the primes dividing
m). The map sending an integer n prime to m to the automorphism � 7! �n of L defines an
isomorphism .Z=mZ/� ! Gal.L=Q/. For p not dividing n, .p;L=K/ D Œp�. If r and s
are positive integers prime to m, then r=s defines a class Œr=s� D Œr�Œs��1 2 .Z=mZ/�, and
the Artin map is the composite of

IS
.r=s/7!Œr=s�
��������! .Z=mZ/�

Œn� 7!.� 7!�n/
���������! Gal.L=Q/:

Recall (ANT, p. 68) that for any finite extension of number fields L=K, the norm map
NmL=K W IL ! IK from the group of fractional ideals of L to the similar group for K, is
the unique homomorphism such that for any prime ideal P of L, NmL=K.P/ D pf .P=p/,
where p D P \OK . For any ˛ 2 L, NmL=K..˛// D .NmL=K ˛/.

PROPOSITION 3.3 Let L be an abelian extension ofK, and letK 0 be an intermediate field:
L � K 0 � K. Then the following diagram commutes:

ISK0 Gal.L=K 0/

ISK Gal.L=K/:

 L=K0

Nm

 L=K

Here S is any finite set of prime ideals of K containing all those that ramify in L, and also
the set of primes of K 0 lying over a prime in S .

PROOF. Let p0 be any prime ideal of K 0 lying over a prime ideal p of K not in S . Then
NmK0=K.p

0/ D pf .p
0=p/, and we have to show that  L=K0.p0/ D  L=K.p

f .p0=p//, i.e., that
.P; L=K 0/ D .P; L=K/f .p

0=p/ for every prime ideal P of L lying over p. But this was
proved in 1.10. 2

COROLLARY 3.4 For every finite abelian extension L of K, NmL=K.ISL / is contained in
the kernel of  L=K W IS ! Gal.L=K/:

PROOF. Take K 0 D L in the above diagram. 2

Thus the Artin map induces a homomorphism

 L=K W I
S
K=Nm.I

S
L /! Gal.L=K/

whenever L=K is a finite abelian extension. The group IS=Nm.ISL / is infinite (because
infinitely many primes don’t split), and so  L=K can not be injective.

The main theorems of global class field theory

Let S be a finite set of primes ofK. We shall say that a homomorphism  W IS ! G admits
a modulus if there exists a modulus m with S.m/ � S such that  .i.Km;1// D 0. Thus  
admits a modulus if and only if it factors through Cm for some m with S.m/ � S .
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THEOREM 3.5 (RECIPROCITY LAW) Let L be a finite abelian extension of K, and let S
be the set of primes of K ramifying in L. Then the Artin map  W IS ! Gal.L=K/ admits
a modulus m with S.m/ D S , and it defines an isomorphism

I
S.m/
K =i.Km;1/ �Nm.I

S.m/
L /! Gal.L=K/:

A modulus as in the statement of the theorem is called a defining modulus for L.
Note that the theorem does not imply that K has even a single nontrivial abelian exten-

sion. Write ImK for the group of S.m/-ideals in K, and ImL for the group of S.m/0-ideals in
L, where S.m/0 contains the primes of L lying over a prime in S.m/. Call a subgroup H
of ImK a congruence subgroup modulo m if

ImK � H � i.Km;1/:

THEOREM 3.6 (EXISTENCE THEOREM) For every congruence subgroup H modulo m,
there exists a finite abelian extension L=K, unramified at the primes not dividing m such
that H D i.Km;1/ �NmL=K.I

m
L /.

Note that, forH and L as in the theorem, the Artin map  L=K induces an isomorphism

IS.m/=H ! Gal.L=K/:

In particular, for each modulus m there is a field Lm, called the ray class field modulo m
such that the Artin map defines an isomorphism Cm ! Gal.Lm=K/. For a field L � Lm,
set

Nm.CL;m/ D i.Km;1/ �Nm.I
m
L / mod i.Km;1/:

COROLLARY 3.7 Fix a modulus m. Then the map L 7! Nm.CL;m/ is a bijection from the
set of abelian extensions of K contained in Lm to the set of subgroups of Cm. Moreover,

L1 � L2 ” Nm.CL1;m/ � Nm.CL2;m/I

Nm.CL1�L2;m/ D Nm.CL1;m/ \Nm.CL2;m/I

Nm.CL1\L2;m/ D Nm.CL1;m/ �Nm.CL2;m/:

REMARK 3.8 Let L=K be an abelian extension with Galois group G. According to the
Reciprocity Law, there is a modulus m with support the set of primes of K ramifying in L
such that the Artin map  L=K W IS.m/ ! G takes the value 1 on i.Km;1/. Consider the map
in Theorem 1.7

.OK=pm.p//� ,! Km=Km;1
i
�! Cm

 L=K
����! G:

Clearly, there will be a smallest integer f .p/ � m.p/ such that this map factors through
.OK=pf .p//�. The modulus f.L=K/ D m1

Q
pf .p/ is then the smallest modulus such that

 L=K factors through Cf—it is called the conductor2 of L=K. The conductor f.L=K/ is
divisible exactly by the primes ramifying in L.

The subfields of the ray class field Lm containing K are those with conductor fjm.3

Every abelian extension of K is contained in Lm for some m.

2Führer in German—in Germany in the 1930s, conversations in public on class field theory could be
hazardous.

3Let L be an abelian extension of K whose conductor divides m. Then the primes that split in Lm also
split in L. Now the Chebotarev density theorem shows that L � Lm (see 3.25 below).
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In Section 5 below, we shall restate Theorems 3.5 and 3.6 in terms of idèles, and in
Chapter VII we prove the restated theorems.

As we discuss below, there is a rather simple analytic proof that the Artin map is sur-
jective. Thus the difficulty in proving the Reciprocity Law is in showing that the Artin map
admits a conductor and that�

IS.m/ W i.Km;1/ �Nm.I
S.m/
L /

�
� ŒL W K�:

To prove the Existence Theorem we must construct a ray class field for each modulus. Un-
fortunately, we don’t know how to construct the ray class field directly. Rather we construct
enough extensions to force the theorem to be true.

EXAMPLE 3.9 The ray class group for the modulus m D 1 is the ideal class group, and the
corresponding ray class field is the Hilbert class field; it is the maximal abelian extension of
K that is unramified at all primes including the real primes (which means that real primes
stay real). For example, the Hilbert class field of Q is Q itself (because Q has class number
1). The Hilbert class field of QŒ

p
�5� is QŒ

p
�1;
p
5�—both 2 and 5 ramify in QŒ

p
�5�,

but only 2 ramifies in QŒ
p
�1� and only 5 ramifies in QŒ

p
5�, from which it follows that the

primes of QŒ
p
�5� dividing 2 and 5 do not ramify QŒ

p
�1;
p
5�.

EXAMPLE 3.10 Let m be a positive integer which is odd or divisible by 4. The ray class
field for .m/ is QŒ�mCN�m�, and the ray class field for1.m/ is QŒ�m�.4 Thus the Reciprocity
Law implies the Kronecker-Weber theorem: every abelian extension of Q has conductor
dividing1.m/ for some m, and therefore is contained in a cyclotomic field.

EXAMPLE 3.11 Let d be a square-free integer. We compute the conductor ofK D QŒ
p
d�

over Q by finding the smallest integer m such that QŒ
p
d� � QŒ�m�.

First, consider an odd prime p. Then Gal.QŒ�p�=Q/ ' .Z=pZ/� is cyclic of order
p � 1, and so has a unique quotient group of order 2. Therefore, QŒ�p� contains a unique
quadratic field, which because it can only be ramified at p, must equal QŒ

p
p��, where

p� D .�1/
p�1
2 p (the sign is chosen so that p� � 1 mod 4).

Second, note that �8 D .1C i/=
p
2, and so �8 C N�8 D

p
2. Therefore QŒ

p
2� � QŒ�8�

(in fact, QŒ
p
2� is the largest real subfield of QŒ�8�, and QŒ�8� D QŒi;

p
2�).

Let n be the product of the odd primes dividing d (so d D ˙n or˙2n). I claim that

QŒ
p
d� � QŒ�n� if d � 1 mod 4;

QŒ
p
d� � QŒ�4n� if d � 3 mod 4;

QŒ
p
d� � QŒ�8n� if d � 2 mod 4

and that, in each case, this is the smallest cyclotomic field containing QŒ
p
d�. For example,

note that d D p1 : : : pr , d � 1 mod 4, implies that d D p�1 � � �p
�
r , and so QŒ

p
d� �

QŒ�n�. Also note that if d is even, then QŒ
p
d� is not contained in QŒ�4n� because otherwise

QŒ�4n� would contain i ,
p
d ,
p
d=2, and hence would contain i ,

p
2, and �8.

We conclude that the conductor of QŒ
p
d� is j�K=Qj or1j�K=Qj depending on whether

d > 0 or d < 0—here �K=Q is the discriminant of K=Q.

4This follows from the description of the ray class group in 1.8(c) of the notes and the description of the
Frobenius element in ANT, 8.18.
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REMARK 3.12 For a finite abelian extension L=K and modulus m with S.m/ equal to the
set of primes of K ramifying in L, let

T .L=K;m/ D i.Km;1/ �NmL=K.I
S.m/
L / � IK :

Takagi showed that for m sufficiently divisible (in fact, for all m divisible by the conductor f
ofL=K/, the group T .L=K;m/ is independent of m and IS.m/K =T .L=K;m/ � Gal.L=K/.
For this reason, T .L=K;m/ is often called the Takagi group of L=K when fjm. Artin
showed that the Takagi group is the kernel of the map a 7! .a; L=K/W I

S.m/
K ! Gal.L=K/.

EXERCISE 3.13 Compute the conductor of QŒ
p
d�=Q by applying the quadratic reciprocity

law to find the smallest m such that i.Qm;1/ is in the kernel of the Artin map (cf. Exercise
0.11).

The field L corresponding to a congruence subgroup H is called the class field of H ,
whence the name of the subject. Note that for a prime p of K not dividing the conductor of
L=K, the residue class degree f .P=p/ for a prime lying over p is the order of p in Im=H
(because this is the order of the Frobenius element in Gal.k.P/=k.p//). Thus we have
obtained a classification of the abelian extensions of K in terms of the ideal structure of K,
and for each abelian extension we know the decomposition laws of the primes in K.

EXERCISE 3.14 Verify the last row in the following table:

Discriminant �15 �20 �23 �24 �31

Class number 2 2 3 2 3

Hilbert class field X2 C 3 X2 C 1 X3 �X � 1 X2 C 3 X3 CX � 1

The first row lists the discriminants of the first five imaginary quadratic fields with class
number not equal to 1, the second row lists their class numbers, and the final row lists
the minimal polynomial of a generator of the Hilbert class field. (Note that for a totally
imaginary field, the class number and the narrow-class number coincide.)

[For example, the quadratic field with discriminant�24 is QŒ
p
�6�, and its Hilbert class

field is L D QŒ
p
�6;
p
�3� D QŒ

p
2;
p
�3�. Thus L D QŒ˛� with ˛ D

p
2C
p
�3, which

has minimum polynomial X4C2X2C5. However, ZŒ˛� is not equal to the ring of integers
in L; cf. mo122765.]

EXERCISE 3.15 This exercise explains what happens when we ignore a finite set S of
prime ideals of K. Let m be a modulus of K with S.m/\ S D ;, and let H be a subgroup
of IS[S.m/ containing i.Km;1/. Define an extension L of K to be an S -class field for H if

(a) L is a finite abelian extension of K, and the prime ideals in S split completely in L;

(b) m.p/ D 0) p does not ramify in L;

(c) the prime ideals not in S [ S.m/ that split in L are precisely those in H .

Prove that an S -class field L exists for each group H as above, that it is unique, and
that IS[S.m/=H ' Gal.L=K/; moreover, every field L satisfying (a) is the S -class field
for some H .

Hint: Show IS[S.m/=i.Km;1/ ' IS.m/=hSi � i.Km;1/, where hSi is the subgroup of
IS.m/ generated by the primes in S .

https://mathoverflow.net/questions/122765/
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The norm limitation theorem

In our classification of the abelian extensions ofK, we attach to L the groupH D i.Km;1/ �

Nm.I
S.m/
L / for m a modulus sufficiently large to be a defining modulus (and then .IS.m/ W

H/ D ŒL W K�). One might hope that something similar works for nonabelian extensions,
but the following theorem shows that it does not.

THEOREM 3.16 (NORM LIMITATION THEOREM) Let L be a finite extension of K, and
let L0=K be the maximal abelian subextension of L=K. For every defining modulus m for
L0=K,

i.Km;1/ �NmL=K.I
S.m/
L / D i.Km;1/ �NmL0=K.I

S.m/
L0 /:

For example, if L is a cubic extension of K that is not Galois over K, then L0 D K,
and so

i.Km;1/ �NmL=K.I
S.m/
L / D I

S.m/
K .

The norm limitation theorem indicates that, for a nonabelian extensionL=K, Spl.L=K/
is not described by congruence conditions. For a proof of the norm limitation theorem, see,
e.g., Grant and Leitzel 1969.

The principal ideal theorem

. . . à ma honte, je ne suis par arrivé à retrou-
ver ce “corollaire” que tous les idéaux de K de-
viennent principaux dans la plus grande exten-
sion abélienne non ramifiée dans le fini. Si ça
s’explique en deux mots, je t’en serais fort recon-
naissant.
Grothendieck, letter to Serre, 19.9.1956.5

The following theorem was conjectured by Hilbert about 1900.

THEOREM 3.17 (PRINCIPAL IDEAL THEOREM) Every ideal in K becomes principal in
the Hilbert class field of K.

I explain the idea of the proof. Recall that for a group G, the commutator (or derived)
subgroupG0 ofG is the subgroup generated by the commutators ghg�1h�1, g; h 2 G. The
quotient Gab D G=G0 is abelian, and it is the largest abelian quotient of G. If L is a Galois
extension of K with Galois group G, then LG

0

is an abelian extension of K with Galois
group Gab, and it is the largest abelian extension of K contained in L.

5. . . to my shame, I have been unable to find the “corollary” stating that all ideals of K become principal
in the largest abelian extension unramified at the finite primes. If it can be explained in two words, I would be
very grateful to you.

Serre responded:

Enclosed is a little paper on the “Hauptidealsatz” explaining how the theorem can be reduced to
an (actually very mysterious) theorem in group theory. This, in fact, is the reduction given by
Artin himself in his paper on the subject (Abh. Hamburg, around volume 7–10); if you could
find a beautiful cohomological proof of the theorem it would be so much better, but everyone
has got stuck on it up to now.

See also the endnote to Serre’s letter (Grothendieck and Serre 2001).
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Suppose we have fields
L � K 0 � K

with L Galois over K (not necessarily abelian). For every finite set of primes S of K,
a 7! aOK0 is a homomorphism ISK ! ISK0 . Consider:

ISK Gal.L=K/ab

ISK0 Gal.L=K 0/ab:

 L=K

canonical ‹

 L=K0

What is the map “?” making the diagram commute?
Before describing it, I need to explain a construction in group theory. LetH be a group

of finite index in a group G, and write G as a disjoint union of cosets,

G D Hg1 [Hg2 [ : : : [Hgn:

For g 2 G, set '.g/ D gi if g 2 Hgi , and define

V.g/ D

nY
iD1

gig'.gig/
�1 mod H 0;

where H 0 is the commutator subgroup of H .

PROPOSITION 3.18 The map g 7! V.g/ is a homomorphism G ! H=H 0, and it is inde-
pendent of the choice of the coset representatives gi .

PROOF. The verification is straightforward—see, for example, Hall 1959, 14.2.1. 2

Thus, whenever we have a group G and a subgroup H of finite index, we have a well-
defined homomorphism

V W Gab
! H ab;

called the Verlagerung (or transfer) map. Roughly speaking, we are trying to define a
“norm” from G to H , which doesn’t work because the groups are not abelian, but does
work when we pass to the associated abelian groups.

In the situation of the above diagram, Gal.L=K 0/ is a subgroup of Gal.L=K/, and
hence the Verlagerung is a homomorphism

V WGal.L=K/ab ! Gal.L=K 0/ab:

Emil Artin showed that this is the map making the above diagram commute (cf. II, 3.2b).
Consider the fields

K 00 � K 0 � K;

where K 0 is the Hilbert class field of K, and K 00 is the Hilbert class field of K 0. Then

(a) K 00 is normal over K (because any conjugate of K 00 is again an abelian unramified
extension of K 0, and hence is contained in K 00);

(b) K 0 is the largest abelian extension of K contained in K 00 (because every abelian
extension ofK contained inK 00 is unramified overK, and hence is contained inK 0).
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From (b) we find that Gal.K 00=K/ab D Gal.K 0=K/. Therefore, when L D K 00, the
previous diagram becomes

CK Gal.K 0=K/

CK0 Gal.K 00=K 0/;

'

canonical Ver

'

where CK and CK0 are the class groups of K and K 0. Let G D Gal.K 00=K/ and let
H D Gal.K 00=K 0/. Because of (b),H is the commutator subgroup ofG. The next theorem
(which was conjectured by Emil Artin) shows that V is zero in this situation, and hence that
the canonical map CK ! CK0 is zero, i.e., that every ideal of K becomes principal in K 0.

THEOREM 3.19 Let G be a finite group, and let H be its commutator subgroup; then

V WGab
! H ab

is zero.

PROOF. This is a theorem in group theory, also called the Principal Ideal Theorem. It
was proved by Furtwängler in 1930. For a simple proof, see: Witt, Proc. International
Congress of Mathematicians, Amsterdam, 1954, Vol 2, pp. 71–73. Also Zassehaus, Theory
of Groups, V, Theorem 12, or Artin and Tate 1961, Chapter XII. 2

REMARK 3.20 It is in fact easy to see that there exists an extension L of K of degree
dividing the class number h of K such that every ideal in K becomes principal in L: write
the class group of K as a direct sum of cyclic groups; choose a generator ai for each
summand, and let hi be the order of ai in the class group; write ahii D .ai /, and define L
to be the field obtained from K by adjoining an hi th root of ai for each i .

However, a field constructed in this fashion will not usually be the Hilbert class field
of K—it need not even be Galois over K. There may exist fields of degree < h over K in
which every ideal in K becomes principal.

REMARK 3.21 Note that the principal ideal theorem says that “ideal” factorizations of
elements in K become actual factorizations in the Hilbert class field L: let a 2 K, and let
.a/ D pr11 � � � p

rs
s ; then piOL D .�i / for some �i 2 OL, and so a D u�r11 � � ��

rs
s in OL.

REMARK 3.22 The principal ideal theorem does not, of course, imply that every ideal in
the Hilbert class field K 0 of K is principal, because not every ideal of K 0 is in the image of
the homomorphism IK ! IK0 . One can form the Hilbert class field K 00 of K 0, and so on,
to obtain a tower

K � K 0 � K 00 � � � � � K.n/ � � � �

in which K.nC1/ is the Hilbert class field of K.n/. For every automorphism � of Kal,
�K.nC1/ is obviously the largest abelian unramified extension of �K.n/, which implies that
�K 0 D K, �K 00 D K 00, etc., and so on. In particular, K.n/ is Galois over K. The class
field tower problem (stated by Hasse in 1925) asks whether this tower is always finite, and
so terminates in a field with class number one. The answer was shown to be negative by
Golod and Shafarevich in 1964 (see Roquette 1967). For example, QŒ

p
�2:3:5:7:11:13�

has infinite class field. In fact, QŒ
p
d� has an infinite class field tower whenever d has more

than 8 prime factors.
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The Chebotarev Density Theorem

Let L be a Galois extension of K with Galois group G. Recall that, for every prime ideal p
of K unramified in L,

.p; L=K/
def
D f.P; L=K/ j Pjpg

is a conjugacy class in G.

THEOREM 3.23 (CHEBOTAREV DENSITY THEOREM) Let L=K be a finite extension of
number fields with Galois group G, and let C be a conjugacy class in G. Then the set of
prime ideals of K such that .p; L=K/ D C has density jC j = jGj in the set of all prime
ideals of K. In particular, if G is abelian, then, for a fixed � 2 G, the set of prime ideals p
of K with .p; L=K/ D � has density 1=.G W 1/.

PROOF. For an abelian extension L=K this follows from Theorem 2.5 and Theorem 3.5:
the latter says that the map p 7! .p; L=K/ induces a surjective homomorphism Cm !

Gal.L=K/ for some modulus m, and the former says that the primes are equidistributed
among the classes in Cm. The nonabelian case is derived from the abelian case by an
ingenious argument—see Chapter VIII 2

COROLLARY 3.24 If a polynomial f .X/ 2 KŒX� splits into linear factors modulo p for
all but finitely prime ideals p in K, then it splits in KŒX�.

PROOF. Apply the theorem to the splitting field of f .X/. 2

For a finite extension L=K of number fields and a finite set S of primes of K, let
SplS .L=K/ be the set of primes of K not in S that split in L.

THEOREM 3.25 If L and M are Galois extensions of K, then

L �M ” SplS .L=K/ � SplS .M=K/:

Hence
L DM ” SplS .L=K/ D SplS .M=K/:

PROOF. As a consequence of (1.12),

SplS .LM=K/ D SplS .L=K/ \ SplS .M=K/:

Hence
SplS .L=K/ � SplS .M=K/) SplS .LM=K/ D SplS .M=K/;

which, by the Chebotarev density theorem, implies

ŒLM W K� D ŒM W K�;

and so L �M . The reverse implication is obvious. 2

REMARK 3.26 (a) Theorem 3.25 is not true without the Galois assumption (see Cassels
and Fröhlich 1967, p. 363).

(b) In the statement of Theorem 3.25, S can be replaced by any set of primes of density
0.
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(c) Let f .X/ be an irreducible polynomial in KŒX�. If f .X/ has a root modulo p for
almost all prime ideals p, then f .X/ has a root in K (Cassels and Fröhlich 1967, p. 363,
6.2).

(d) Chebotarev proved his theorem using Dirichlet (analytic) densities. Artin noted that
it should hold for natural densities (see later), and, in fact, it does.

(e) Given a finite Galois extensionK of Q and a conjugacy class C , Chebotarev’s theo-
rem says that there exists a prime ideal p ofK, unramified over Q, such that .p; L=K/ D C .
It is interesting to know how big Np has to be. For a recent paper on this question, see Ahn,
Jeoung-Hwan; Kwon, Soun-Hi. An explicit upper bound for the least prime ideal in the
Chebotarev density theorem. Ann. Inst. Fourier (Grenoble) 69 (2019), no. 3, 1411–1458.

The conductor-discriminant formula

Two Dirichlet characters �W IS ! C� and �0W IS
0

! C� are said to be cotrained if they
agree on IS

00

for some S 00 � S
S
S 0. This is an equivalence relation. In each equivalence

class, there is a unique � with smallest S—such a � is said to be primitive.
Let �1 be the primitive character equivalent to �. The smallest modulus m such that �1

is zero on i.Km;1/ is called the conductor of f.�/ of �. Set f.�/ D f1.�/f0.�/, where f1
and f0 are respectively divisible only by infinite primes and finite primes.

THEOREM 3.27 (FÜHRERDISKRIMINANTENPRODUKTFORMEL) For every finite abelian
extension L=K of number fields with Galois group G,

disc.L=K/ D
Y
�2G_

f0.� ı  L=K/; G_
def
D Hom.G;C�/I

f.L=K/ D lcm�
�
f.� ı  L=K/

�
:

Clearly
T

Ker.�WG ! C�/ D 0, from which the second statement follows. We omit
the proof of the first—it is really a statement about local fields.

REMARK 3.28 Let H be the kernel of the character �. Then f.�/ D f.LH=K/. For
example, if � is injective, then f.�/ D f.L=K/.

EXAMPLE 3.29 Let L D QŒ
p
d�. Then G ' Z=2Z, and there are only two characters

G ! C�, namely, the trivial character �0 an an injective character �1. Therefore, the
theorem says that �K=Q D f0.�1/ D f0.K=Q/, as we showed in Example 3.11.

EXAMPLE 3.30 Let L D QŒ�p�, p an odd prime. Then G ' .Z=pZ/�, which is cyclic of
order p � 1. It therefore has p � 2 nontrivial characters. If � is nontrivial, then f.�/j1.p/,
but f.�/ D 1 or1 is impossible (because it would imply � is trivial). Therefore, f.�/ D .p/
or1.p/ if � is nontrivial, and so the conductor-discriminant formula shows (correctly) that
�L=Q D ˙p

p�2.

EXERCISE 3.31 Verify the conductor-discriminant formula for the extension QŒ�p2 �=Q.

REMARK 3.32 Let L=K be a finite extension of number fields with Galois group G (not
necessarily abelian). To a representation �WG ! GL.V / of G on a finite-dimensional
vector space V , Artin attaches a Dirichlet L-series L.s; �/ (see the introduction). The
analytic properties of these Artin L-series are still not fully understood.
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When G is commutative, the Artin map IS ! G identifies characters of G with
Dirichlet/Weber characters, and hence Artin L-series with Dirichlet L-series. This was
Artin’s motivation for seeking the map (not, as seems natural today, in order to construct
a canonical isomorphism between the groups Cm and G, already known to be abstractly
isomorphic).

A part of Langlands’s philosophy is a vast generalization of this correspondence be-
tween Dirichlet L-series and abelian Artin L-series.

The reciprocity law and power reciprocity

Assume K contains a primitive nth root of 1, and let a 2 K. If n
p
a is one root of Xn � a,

then the remaining roots are of the form � n
p
a, where � is an nth root of 1. Therefore

L
def
D KŒ n

p
a� is Galois over K, and � n

p
a D � n

p
a for some nth root � of 1.

If p is a prime ideal of K that is relatively prime to n and a, then p is unramified in L,
and we can define an nth root .ap /n of 1 by the formula

.p; L=K/. n
p
a/ D

�
a

p

�
n

n
p
a:

One can show that �
a

p

�
n

D 1 ” a is an nth power modulo p;

and so .ap /n generalizes the quadratic residue symbol. For this reason
�
a
p

�
n

is called the
power residue symbol. Artin’s reciprocity law implies all known reciprocity laws for these
symbols, and so, as Artin pointed out, it can be viewed as a generalization of them to fields
without roots of unity. We shall explain this in Chapter VIII

An elementary unsolved problem

Let K be a number field, let S be a nonempty finite set of prime ideals of K, and let p
be a prime number not divisible by any prime in S . Does there exist a sequence of fields
: : : ; Ln; LnC1; : : : such that

(a) Ln is unramified outside the primes of S ;

(b) pnjŒLn W K�?

A key case, for which the answer is unknown, is K D Q and S D flg.
More explicitly (and slightly harder), fix primes p ¤ l in Q. Does there exist a sequence

of monic irreducible polynomials fn.X/ 2 ZŒX� such that

(a) disc.fn.X// is not divisible by any prime other than l ;

(b) pnj deg fn.X/.

See Milne 2006, pp. 48–49, to find where this problem turned up. It is certainly very
difficult.6

6LetK be a number field, let S be a set of primes ofK, and letKS be the largest extension ofK unramified
outside S . Let P be the set of prime numbers ` such that `1jŒKS WK�. It is now known that P contains all
prime numbers provided that S contains all the prime ideals of K lying over at least two primes in Q. See
Chenevier and Clozel, JAMS 22 (2009), 467–519, Cor. 5.2.
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Explicit global class field theory: Kronecker’s Jugentraum and Hilbert’s twelfth
problem

Unlike local class field theory, global class field theory does not (in general) provide an
explicit construction of the abelian extensions of a number field K.

Gauss knew that the cyclotomic extensions of Q are abelian. Towards the end of the
1840s Kronecker had the idea that the cyclotomic fields, and their subfields, exhaust the
abelian extensions of Q, and furthermore, that every abelian extension of an imaginary
quadratic number field E is contained in the extension given by adjoining to E roots of 1
and certain special values of the modular function j . Many years later he was to refer to
this idea as the most cherished dream of his youth (mein liebster Jugendtraum).

More precisely, Kronecker’s dream7 is that every abelian extension of Q is contained in
the field obtained by adjoining to Q all values of the function e2�iz for z 2 Q�, and that
every abelian extension of an imaginary quadratic field K is contained in the field obtained
by adjoining to K all values of the function j.z/ for z 2 K�.

Later Hilbert took this up as the twelfth of his famous problems: for any number field
K, find functions that play the same role forK that the exponential function plays for Q and
the modular function j plays for an imaginary quadratic field8. The first part of Kronecker’s
dream, that every abelian extension of Q is a subfield of a cyclotomic extension, was proved
by Weber (1886, 1899, 1907, 1911) and Hilbert (1896).

The statement above of “Kronecker’s dream” is not quite correct. LetK be an imaginary
quadratic field. We can write OK D Z C Z� with =.�/ > 0. It is known that KŒj.�/� is
the Hilbert class field of K. Now adjoin to K all roots of unity and all values j.�/ with
� 2 K, =.�/ > 0. The resulting field K 0 is abelian over K, and ŒKab W K 0� is product of
groups of order 2. To get the whole of Kab, it is necessary to adjoin special values of other
elliptic functions. These statements were partially proved Weber (1908) and Feuter (1914),
and completely proved by Takagi (1920).

From the modern point of view, special values of elliptic modular functions are related
to the arithmetic of elliptic curves with complex multiplication, and it is results about the
latter that allow one to prove that the former generate abelian extension of an imaginary
quadratic field.

Beginning with the work of Taniyama, Shimura, and Weil in the late fifties, the theory
of elliptic curves and elliptic modular curves has been successfully generalized to higher
dimensions. In this theory, an elliptic curve with complex multiplication by an imaginary
quadratic field is replaced by an abelian variety with complex multiplication by a CM field,
that is, a quadratic totally imaginary extension K of a totally real field F , and an elliptic
modular function by an automorphic function.

Philosophically, one expects that, with the exception of Q, one can not obtain abelian
extensions of totally real fields by adjoining special values of automorphic functions. How-
ever, it is known that, roughly speaking, one does obtain the largest possible abelian exten-
sion of a CM-field K consistent with this restriction.

More precisely, let K be a CM-field and let F be the largest totally real subfield of
K. Then G def

D Gal.Qal=K/ is a subgroup of index 2 in G0 def
D Gal.Qal=F /, and the

corresponding Verlagerung is a homomorphism V W G0ab ! Gab. In this case, V has a
very simple description.

7For a careful account of Kronecker’s idea and work on it, see Schappacher 1998
8See pp. 18-20 of Mathematical Developments arising from Hilbert’s Problems, Proc. Symp. Pure Math.

XXVIII, Part 1, AMS, 1976.
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THEOREM 3.33 Let K be a CM-field, and let F be the totally real subfield of K with
ŒK W F � D 2. Let H be the image of the Verlagerung map

Gal.F al=F /ab ! Gal.Kal=K/ab:

Then the extension of K obtained by adjoining the special values of all automorphic func-
tions defined on canonical models of Shimura varieties with rational weight is .Kab/H �Qab.

PROOF. See Wei 1993, Wei 1994. 2

Notes

The relation between congruence groups and abelian extensions of K was known before
Artin defined his map. It emerged only slowly over roughly the period 1870–1920. The
main contributors were Kronecker, Weber, Hilbert, and Takagi. Chebotarev proved his
theorem in (1926) (a less precise result had been proved much earlier by Frobenius), and
Artin defined his map and proved it gave an isomorphism in 1927. (Earlier, it had been
known that Im=H � Gal.L=K/, but no canonical isomorphism was known.) The fact
that analysis, in the form of Chebotarev’s (or Frobenius’s) theorem was required to prove
the main theorems, which are purely algebraic in form, was regarded as a defect, and in
1940, after much effort, Chevalley succeeded in giving a purely algebraic proof of the main
theorems. (The difficult point is proving that if L=K is an abelian extension of number
fields of prime degree p, then at least one prime of K does not split or ramify in L.9) He
also introduced idèles, which make it possible to state class field theory directly for infinite
extensions. Group cohomology (at least 2-cocycles etc.) had been used implicitly in class
field theory from the 1920s, but it was used systematically by Nakayama, Hochschild, and
Tate in the 1950s. In 1951/52 in a very influential seminar, Artin and Tate gave a purely
algebraic and very cohomological treatment of class field theory. Since then there have
been important improvements in our understanding of local class field theory (mainly due
to Lubin and Tate). Nonabelian class field theory is a part of Langlands’s program, which
is a vast interlocking series of conjectures, and some progress has been made, especially in
the local case and the function field case. A fairly satisfactory abelian class field theory for
more general fields (fields of finite transcendence degree over Q or Fp) has been created by
Bloch, Kato, Saito, and others. It uses algebraic K-theory (see Raskind 1995 for a survey
and Wiesend 2007 for a recent result).

4 Idèles

Theorems 3.5 and 3.6 show that, for any number field K, there is a canonical isomorphism
lim
 �m

Cm ! Gal.Kab=K/. Rather than studying lim
 �m

Cm directly, it turns out to be more
natural to introduce another group that has it as a quotient—this is the idèle class group.

9Class field theory holds also for fields that are finite extensions of k.X/ with k finite, and local class field
theory holds for local fields whose residue fields k are only quasi-finite, i.e., perfect with Gal.kal=k/ ' OZ.
When one tries to do global class field theory for finite extensions of k.X/ with k quasi-finite, one finds that
everything works except that, for some k, there do exist nontrivial abelian extensions in which every prime
splits. See my book, Arithmetic Duality Theorems, Appendix to Chapter I.
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Topological groups

A group G with a topology is called a topological group if the maps

g; g0 7! gg0WG �G ! G; g 7! g�1WG ! G

are continuous. The translation map

g 7! agWG ! G

is then a homeomorphism.
In general, to determine a topology on a set we have to give a fundamental system of

neighbourhoods of each point, i.e., a set of neighbourhoods of the point such that every
neighbourhood contains one in the set. Because the translation map is a homeomorphism,
the topology on a topological group is determined by a fundamental system of neighbour-
hoods of 1.

We shall need to make use of various generalities concerning topological groups, which
can be found in many books. Fortunately, we shall only need quite elementary things.

Let .Xi /i be a (possibly infinite) family of topological spaces. The product topology
on
Q
Xi is that for which the sets of the form

Q
Ui , Ui open in X for all i and equal to

Xi for all but finitely many i , form a basis. Tychonoff’s theorem says that a product of
compact spaces is compact. However, an infinite product of locally compact spaces will not
in general be locally compact: if Vi is a compact neighbourhood of xi in Xi for all i , thenQ
Vi will be compact, but it will not be a neigbourhood of .xi / unless Vi D Xi for all but

finitely many i .

Idèles

We now often write v for a prime of K. Then:

j � jv D the normalized absolute value for v (for which the product formula holds),

Kv D the completion of K at v;

pv D the corresponding prime ideal in OK , (when v is finite);

Ov D the ring of integers in Kv;

Uv D O�v
Opv D the completion of pv D maximal ideal in Ov:

Recall that, for all v, Kv is locally compact—in fact, Ov is a compact neighbourhood of 0.
Similarly K�v is locally compact; in fact

1C Opv � 1C Op
2
v � 1C Op

3
v � � � �

is a fundamental system of neighbourhoods of 1 consisting of open compact subgroups.
We want to combine all the groups K�v into one big topological space, but

Q
K�v is not

locally compact. Instead we define the group of idèles to be10

IK D f.av/ 2
Y

K�v j av 2 O�v for all but finitely many vg:

10Other notations for the idèles: A�
K

, GL1.AK/.
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In the following, an unadorned I means IK .
For every finite set S of primes that includes all infinite primes, let

IS D
Y
v2S

K�v �
Y
v…S

O�v

with the product topology. The first factor is a finite product of locally compact spaces,
and so is locally compact, and the second factor is a product of compact spaces, and so is
compact (by Tychonoff). Hence IS is locally compact. Note that

I D
[

IS :

We want to endow I with a topology such that each IS is open in I and inherits the product
topology. We do this by decreeing that a basis for the open sets consists of the sets of the
form

Q
v Vv with Vv open in K�v for all v and Vv D O�v for almost all11 v. An intersection

of two sets of this form contains a set of this form, and so they do form a basis for a topology.
It is clear that the topology does have the property we want, and moreover that it endows I
with the structure of a topological group. The following sets form a fundamental system of
neighbourhoods of 1: for each finite set of primes S � S1 and " > 0, define

U.S; "/ D f.av/ j jav � 1jv < "; v 2 S; javjv D 1; all v … Sg:

4.1 There is a canonical surjective homomorphism id

.av/ 7!
Y
v finite

p
ordp.av/
v W IK ! IK

whose kernel is IS1 .

We can think of the idèles as a thickening of the ideals: it includes factors for the
infinite primes, and it includes the units at the finite primes. Note that I=IS1 is a direct sum
of countably many copies of Z with the discrete topology, but that

Q
K�v =IS1 is a direct

product of countably many copies of Z, which is itself uncountable.

4.2 There is a canonical injective (diagonal) homomorphism

a 7! .a; a; a; : : :/WK� ! IK :

I claim that the image is discrete. Because we have groups, it suffices to prove that 1 2 K�

is open in the induced topology. Let U D U.S; "/ with S any finite set containing S1 and
1 > " > 0. For every a 2 K� \ U ,�

ja � 1jv < " for all v 2 S
jajv D 1 for all v … S:

The second condition implies that

ja � 1jv � max.jajv; j � 1jv/ � 1:

Therefore, if a 2 K� \ U , then
Q
v ja � 1jv < "jS j < 1, which contradicts the product

formula unless a D 1.
11Here “almost all” means “for all but possibly finitely many”.
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The quotient C D I=K� is called the idèle class group of K. It maps onto the ideal
class group of K. It is not compact (see (4.4) below).

4.3 There is a canonical injective homomorphism

a 7! .1; : : : ; 1; a; 1; : : : 1/WK�v ! IK

(a in the vth place). The topology induced on K�v is its natural topology, because

U.S; "/ \K�v D

�
fa j ja � 1jv < "g v 2 S

fa j jajv D 1g v … S

and such sets form a fundamental system of neighbourhoods of 1 in K�v .

4.4 There is canonical surjective homomorphism

a D .av/ 7! c.a/ D
Y
javjv W I! R>0:

The image of a is called the content of a. Define

I1 D Ker.c/ D fa 2 I j c.a/ D 1g:

Note that, because of the product formula, K� � I1. The quotient I=K� can’t be compact
because it maps surjectively onto R>0, but one can prove that I1=K� is compact.

ASIDE 4.5 Define If the same way as I, except using only the finite primes. We call If the group
of finite idèles. We have Y

v finite

O�v � If �
Y
v finite

K�v :

The subgroup
Q

O�v is open and compact in If , and If =
Q

O�v D I (the group of ideals of K).
Again there is a diagonal embedding of K� into If , but this time the induced topology on K�

has the following description: UK
def
D O�K is open, and a fundamental system of neighbourhoods of

1 is formed by the subgroups of UK of finite index (nontrivial theorem).12 In particular, K� is a
discrete subgroup of If ” UK is finite ” K D Q or an imaginary quadratic field.

NOTES The adèlic topology does not induce the idèlic topology on the idèles (because
Q
vj1K

�
v �Q

v finite O�v is not open in the adèles). As an exercise, show that the idèles are not even a topological
group under the induced topology. (Consider first the case of Q, and forget about the infinite prime.
(a) Make sure you understand what the standard basis for the neighbourhoods of 0 in the adèles is.
(b) Translate the neighbourhoods in (a) by adding 1, and intersect with the idèles to get a base for
the neighbourhoods of 1 in the idèles for the adelic topology. (c) Check that the pre-image of one of
the neighbourhoods in (b) under the map x 7! x�1 is not open.)

12Copied from sx140729. For the first claim: The subset of the finite idèles given by
Q
v O�Kv is open by

the definition of the topology on the restricted direct product, and an element inK� is in this subset if and only
if it is a unit in each completion, which is true if and only if it is in O�

K
.

The proof of the second claim is just a generalization of this first argument. A basis of open neighborhoods
of 1 in the finite id̀eles is given by choosing any open subgroup you wish in K�v for finitely many primes v and
choosing O�v for the remaining v. If we just want a basis of open subsets, we may as well only look at really
small ones, so we can assume that, for the finitely many primes v where we did not choose O�v , we chose some
small open subset of O�v . Note that subgroups of O�v are all finite index and generated by a power of a prime
element. Note also that all these open subsets of the idèles are subsets of the one we discussed in checking the
first claim.

What happens when we intersect such a neighbourhood with the diagonal image of K�? We get the sub-
group of elements in O�

K
which are in all the open subgroups of O�v that we chose at the special places v. The

index is just the product of the indices of those subgroups, so that’s a finite index subgroup. Conversely, any
finite index subgroup of O�

K
is determined by its images in each completion.
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NOTES Let .Vv; Uv/v be a family of topological spaces Vv , each equipped with a subspace Uv . The
restricted product of the family,

Q
.Vv; Uv/, is the subset of

Q
Vv consisting of the families .av/

such that av 2 Uv for almost all v:It is equipped with the topology for which
Q
Uv is open and has

the product topology. Sometimes the restricted product is written
Q0
Vv . Now AK D

Q
v.Kv; Uv/,

where Uv D Ov if v is finite and Uv D Kv otherwise. Similarly, A�K D
Q
v.K

�
v ; U

�
v /, where

Uv D O�v if v is finite and Uv D K�v otherwise.

NOTES Give more examples. Let K be a field with class number 1. Let x D .xv/ be an idèle.
Then the ideal of x is principal, say, equal to .a/. Now x=a 2

Q
finite O�v � K�1. Hence A�K D

K� �
Q

finite O�v �K�1. However, K� \ .
Q

finite O�v �K�1/ D UK .

NOTES Copied from sx80763. Question from Princeton’s generals: What results do the major
compactness theorems about adeles and ideles imply? Answer: The finiteness of the ideal class
group and the units theorem (proven with classical methods) prove the compactness of the norm-
one idèle class group, and the compactness of the norm-one idèle class group, proven using measure
theoretic methods proves finiteness of the ideal class group and the units theorem. (See Cassels
1967.) On the other hand, the compactness result does generalize to division algebras, where there
is not an obvious version of the ideal class group, etc. (See Weil’s Basic Number Theory.)

Realizing ray class groups as quotients of I

We have seen that the class group CK D I=i.K�/ can be realized as the quotient of I. We
want to show the same for Cm.

Let m be a modulus. For pjm, set

Wm.p/ D

�
R>0 p real
1C Opm.p/ p finite.

Thus, in each case, Wm.p/ is a neighbourhood of 1 in K�p .
Define Im to be the set of idèles .ap/p such that ap 2 Wm.p/ for all pjm:

Im D

0@Y
p-m

K�p �
Y
pjm

Wm.p/

1A\ I:

In other words, Im consists of the families .ap/p indexed by the primes of K such that8<:
ap 2 K

�
p for all p

ap 2 O�p for almost all p
ap 2 Wm.p/ for all pjm:

DefineWm to be the set of idèles .ap/p in Im such that ap is a unit for all finite p not dividing
m:

Wm D

Y
p-m

p infinite

K�p �
Y
pjm

Wm.p/ �
Y
p-m

p finite

Up:

In other words, Wm consists of the families .ap/p indexed by the primes of K such that8<:
ap 2 K

�
p for all infinite p

ap 2 O�p for all finite p

ap 2 Wm.p/ for all pjm:
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Note that

Km;1 D K
�
\

Y
pjm

Wm.p/ (intersection inside
Y
pjm

K�p ),

and that
Km;1 D K

�
\ Im (intersection inside I).

PROPOSITION 4.6 Let m be a modulus of K.

(a) The map idW Im ! IS.m/ defines an isomorphism

Im=Km;1 �Wm
'
! Cm:

(b) The inclusion Im ,! I defines an isomorphism:

Im=Km;1 ! I=K�:

PROOF. (a) Consider the pair of maps

Km;1 ! Im
id
�! IS.m/:

The first map is injective, and the second is surjective with kernel Wm, and so the kernel-
cokernel sequence (II, A.2) of the pair of maps is

Wm ! Im=Km;1 ! Cm ! 1:

The proves (a) of the proposition.
(b) The kernel of Im ! I=K� isK�\Im (intersection in I) which, we just saw, isKm;1.

Hence the inclusion defines an injection

Im=Km;1 ,! I=K�:

For the surjectivity, we apply the weak approximation theorem (ANT, 7.20). Let S D S.m/
and let a D .av/ 2 I. If we choose b 2 K to be very close to av in K�v for all v 2 S , then
av=b will be close to 1 in K�v for all v 2 S ; in fact, we can choose b so that av=b 2 Wm.p/
for all v 2 S . For example, for a real prime v in S , we need only choose b to have the same
sign as av in Kv. Then a=b 2 Im, and it maps to a in I=K�. 2

Characters of ideals and of idèles

Let S � S1 be a finite set of primes of K, and let G be a finite abelian group. A homo-
morphism

 W IS ! G

is said to admit a modulus if there exists a modulus m with support in S such that .i.Km;1// D

1. For example, for every abelian extension L=K, Artin showed that the Artin map

IS ! Gal.L=K/

admits a modulus.
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PROPOSITION 4.7 If  W IS ! G admits a modulus, then there exists a unique homomor-
phism �W I! G such that

(a) � is continuous (G with the discrete topology)

(b) �.K�/ D 1;

(c) �.a/ D  .id.a//; all a 2 IS def
D fa j av D 1 all v 2 Sg.

Moreover, every continuous homomorphism �W I! G satisfying (b) arises from a  .

PROOF. Because  admits a modulus m, it factors through Im=i.Km;1/ D Cm. Hence we
have the diagram:

Im Cm G

Im=Km;1 Im=Km;1Wm

I I=K�:

 

'

'

(43)

The isomorphisms are those in Proposition 4.6, and the remaining unnamed maps are quo-
tient maps. Define � to be the composite I! G. It certainly has properties (a) and (b), and
it also has the property that

�.a/ D  .id.a// for all a 2 Im;

and so, a fortiori, it has property (c).
To prove that the map is uniquely determined by (a), (b), and (c), it suffices to prove that

ISK� is dense in I, but this follows from the weak approximation theorem (ANT, 7.20): let
a 2 I; choose b 2 K� to be very close to av for v 2 S , and let a0 be the element of IS such
that a0vb D av for all v … S . Then a0b 2 IS �K and is close to a in I.

For the converse, let �W I ! G be a continuous map. The kernel contains an open
neighbourhood of 1, and so U.S; "/ � Ker.�/ for some S and ". Consider an infinite
prime v. The restriction of � to K�v is a continuous map R� ! G or C� ! G. Clearly,
the connected component of K�v containing 1, namely, R>0 or C�, maps to 1, and so is in
the kernel. On combining these remarks, we see that the kernel of � contains Wm for some
m.

Now we can use the diagram at the start of the proof again. We are given a homomor-
phism �W I=K� ! G, which we can “restrict” to a homomorphism Im=Km;1 ! G. This
homomorphism is trivial on Wm, and hence factors through Im=Km;1Wm. The homomor-
phism can now be transferred to Cm, and composed with I � Cm. This is the  we are
looking for. 2

REMARK 4.8 LetG be a commutative topological group. Define a homomorphism W IS !

G to be admissible if for every neighbourhood N of 1 in G, there exists a modulus m such
that  .i.Km;1// � N . Then every admissible homomorphism  defines a homomorphism
�W I ! G satisfying conditions (a), (b), (c) of the proposition. Moreover, if G is complete
and has “no small subgroups” i.e., there exists a neighbourhood of 1 containing no nontriv-
ial subgroup, then every continuous homomorphism �W I! G satisfying (b) arises from an
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admissible  . The proof is the same as that of the proposition (see Proposition 4.1 of Tate
1967).

The circle group G D fz 2 C j jzj D 1g is complete and has no small subgroups. The
admissible  W IS ! G, and the corresponding �, are called Hecke characters.

REMARK 4.9 Given  we chose an m, and then showed how to construct �. In practice,
it is more usually more convenient to identify � directly from knowing that it satisifies the
conditions (a), (b), (c). For this, the following observations are useful.

(a) Let a D .av/ be an idèle such that av D 1 for all finite primes and av > 0 for all
real primes; then �.a/ D 1: To see this, note that the topology induced on

Q
vj1K

�
v

as a subgroup of I is its natural topology. Therefore, the restriction of � to it is trivial
on the connected component containing 1.

(b) Let a D .av/ be an idèle such that av D 1 for all v 2 S and av is a unit for all
v … S ; then �.a/ D 1. In fact, this follows directly from condition (c).

(c) If a is “close to 1”, �.a/ D 1. In fact, this follows directly from condition (a) in view
of the fact that G has the discrete topology.

(d) On combining (a), (b), (c), we find that if a D .av/ is such that8<:
av > 0 when v is real;
av is “close to 1 ” when v 2 S is finite;
av is a unit when v … S

the �.a/ D 1. In fact, (a) and (b) say that we can multiply a with idèles of certain
types without changing the value �.a/. Clearly, if av is close to 1 for the finite v in
S , we can multiply it by such idèles to make it close to 1.

EXAMPLE 4.10 Let L D QŒ�p�, and let  be the Artin map

IS ! .Z=pZ/� ! Gal.L=Q/; S D fp;1g:

Recall that first map sends the ideal (uniquely) represented by .r=s/, r; s > 0, .p; r/ D 1 D
.p; s/, to Œr�Œs��1, and that the second sends Œm� to the automorphism � 7! �m. Overall, for
any prime number l ¤ p, the map sends .l/ to the Frobenius automorphism at l , � 7! �l .
Let �W I ! Gal.L=Q/ be the homomorphism corresponding to  as in the theorem. We
wish to determine � explicitly.

Let a D .a1; a2; : : : ; ap; : : : ; al ; : : :/ be an idèle of Q. If a1 D 1 D ap, then �.a/ D
 .id.a//. Thus �.a/ D �mp , where m D

Q
lordl .al /.

Consider p D .1; : : : ; 1; p; 1; : : :/ .p in the p-position). Then

p=p D .p�1; : : : ; p�1; 1; p�1; : : :/:

According to (d) of the above Remark, �.p=p/ D 1, and so

�.p/ D �.p=p/�.p/ D 1:

In this, p denotes both the element p 2 Qp and the principal idèle .p; p; : : :/.
Consider a D .1; : : : ; 1; u; 1; : : :/, u 2 Z�p , u in the p-position. Write

u�1 D a0 C a1p C � � � C asp
s
C � � � ; 0 � ai < p; ai 2 Z;
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and let c D a0 C � � � C asps 2 Z. Note that c > 0. Then uc 2 1C psC1Zp, i.e., for large
s it is “close to 1”. Write

ac D .c; c; : : : ; c;
ljc

1 ; c; : : : ;
p
uc; c; : : :/.1; : : : ; 1;

ljc
c ; 1; : : :/:

The first factor is ac except that we have moved the components at the primes l dividing
c to the second factor. For large s, �. first factor/ D 1 by (d) of the above remark. The
second factor lies in IS , and the description we have of �jIS shows that �. second factor/
maps � to �c . In conclusion,

�.a/.�/ D �c D �u
�1

: (44)

Consider a D .�1; 1; : : : ; 1/ . Then

�a D .1;�1; : : : ;�1;
p

1;�1; : : :/.1; : : : ; 1;
p

�1; 1; : : :/;

and
�.a/ D �.�a/ D �.1; : : : ; 1;�1; 1; : : :/:

According (44), �.a/.�/ D ��1.
Because � is a homomorphism, this completes the explicit description of it.

REMARK 4.11 From (43), we get a canonical homomorphism �mW I ! Cm. This is the
unique continuous homomorphism �mW I! Cm such that

(a) �m.K
�/ D 1;

(b) �m.a/ D id.a/ for all a 2 IS.m/.
(Take  to be IS ! Cm in Proposition 4.7.).

If mjm0, then the composite of �m0 with the canonical homomorphism Cm0 ! Cm

satisfies the conditions characterizing �m. Therefore, the �m combine to give a continuous
homomorphism � W I! lim

 �
Cm. We wish to determine the kernel and image of this map.

Because each map �mW I ! Cm is onto, the image is dense. In fact, I1 ! Cm is onto,
and so �m.I1/ is dense. But �m.I1/ is compact, because �m factors through the compact
group I1=K�, and therefore is complete. This shows that � is onto.

Let IC1 be the set of idèles a such that av D 1 if v is finite and av > 0 if v is real.
Thus IC1 is isomorphic to the identity component of .K ˝Q R/� D

Q
vj1K

�
v . The kernel

of I ! lim
 �

Cm contains IC1 � K�, and hence its closure. In fact, it equals it. [In a future
version, these things will be examined in more detail.]

Norms of idèles

Let L be a finite extension of the number fieldK, let v be a prime ofK. Recall from (ANT,
8.2) that there is a canonical isomorphism

L˝K Kv !
Y
wjv

Lw :

It follows (ibid. 8.3) that for any ˛ 2 L,

NmL=K ˛ D
Y
wjv

NmLw=Kv ˛ (equality in Kv/:
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For an idèle a D .aw/ 2 IL, define NmL=K.a/ to be the idèle b 2 IK with bv DQ
wjv NmLw=Kv aw . The preceding remark shows that the left hand square in the following

diagram commutes, and it is easy to see that the right hand square commutes:

L� IL IL

K� IK IK :

NmL=K

id

NmL=K NmL=K

id

Thus we get a commutative diagram:

CL CL

CK CK

NmL=K NmL=K

.CK D idèle class group I=K�; CK Dideal class group I=i.K�/).

PROPOSITION 4.12 If L=K is a finite extension of local fields of characteristic zero, then

(a) NmL=K.L
�/ D R>0 (case K D R, L D C);

(b) NmL=K.L
�/ � 1C pmK for some m (case K is nonarchimedean);

(c) NmL=K.L
�/ � O�K (case K is nonarchimedean and L=K is unramified).

PROOF. Statement (a) is obvious. For (b), see (I 1.3), and for (c), see (III, 1.2). 2

COROLLARY 4.13 Let L=K be a finite extension of number fields. Then NmL=K IL �
Wm for some modulus m.

5 The Main Theorems in Terms of Idèles

The statement of the main theorems of class field theory in terms of ideals is very explicit
and, for many purposes, it is the most useful one. However, it has some disadvantages.
One has to fix a modulus m, and then the theory describes only the abelian extensions
whose conductor divides m. In particular, it provides no description of the infinite abelian
extensions of K. The statement of the main theorems in terms of idèles allows one to
consider infinite abelian extensions, or, what amounts to the same thing, all finite abelian
extensions simultaneously. It also makes transparent the relation between the local and
global Artin maps.

Let L be a finite abelian extension ofK. Let v be a prime ofK, and let w be a prime of
L lying over v. Recall that the decomposition group D.w/ of w is the subgroup

D.w/ D f� 2 Gal.L=K/ j �w D wg:

Its elements extend uniquely to automorphisms of Lw=Kv, and D.w/ ' Gal.Lw=Kv/.
Local class field theory (I, 1.1) provides us with a homomorphism (the local Artin map)

�vWK
�
v ! D.w/ � G:

LEMMA 5.1 The subgroup D.w/ of G and the map �v are independent of the choice of
the prime wjv.
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PROOF. Any other prime lying over v is of the form �w for some � 2 G, and � WL ! L

extends by continuity to a homomorphism � WLw ! L�w fixing Kv. We have

D.�w/ D �D.w/��1;

which equals D.w/ because G is commutative.
Let ˝ and ˝ 0 be maximal abelian extensions of Kv containing Lw and L�w re-

spectively. From Chapter III, we obtain local Artin maps �vWK� ! Gal.˝=Kv/ and
�0vWK

� ! Gal.˝ 0=Kv/. The choice of an isomorphism Q� W˝ ! ˝ 0 determines an iso-
morphism

� 7! Q� ı � ı Q��1WGal.˝=Kv/! Gal.˝ 0=Kv/

which is independent of Q� . Moreover, its composite with �v is �0v (because it satisfies the
conditions characterizing �0v). 2

PROPOSITION 5.2 There exists a unique continuous homomorphism �K W I! Gal.Kab=K/

with the following property: for any L � Kab finite over K and any prime w of L lying
over a prime v of K, the diagram

K�v Gal.Lw=Kv/

IK Gal.L=K/

�v

a 7!�K.a/jL

commutes.

PROOF. Let a 2 I, and letL � Kab be finite overK. If av 2 Uv andLw=Kv is unramified,
the �v.av/ D 1 (see III, 1). Therefore, �v.av/ D 1 except for finitely many v’s, and so we
can define

�L=K.a/ D
Y
v

�v.av/:

(product inside Gal.L=K/). Clearly, �L=K is the unique homomorphism making the above
diagram commute.

If L0 � L, then the properties of the local Artin maps show that �L0=K.a/jL D
�L=K.a/. Therefore there exists a unique homomorphism �W I ! Gal.Kab=K/ such that
�.a/jL D �L=K.a/ for all L � Kab, L finite over K.

Again, the properties of the local Artin maps show that, for any fields K � K 0 � L �
Kab with L finite over K,

ISK0 Gal.L=K 0/

ISK Gal.L=K/

�L=K0

Nm

�L=K

commutes. On takingK 0 D L, we find that NmL=K.ISL/ is contained in the kernel of �L=K .
In particular, the kernel of �L=K contains an open subgroup of ISK (Corollary 4.13), and this
implies that �K is continuous. 2

THEOREM 5.3 (RECIPROCITY LAW) The homomorphism �K W IK ! Gal.Kab=K/ has
the following properties:
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(a) �K.K�/ D 1;

(b) for every finite abelian extension L of K, �K defines an isomorphism

�L=K W IK=.K� �Nm.IL//! Gal.L=K/:

We saw in the proof of the proposition that �L=K.Nm.IL// D 1, and so (assuming (a)
of the theorem) we see that �L=K does factor through IK=K� � Nm.IL/. Part (b) can also
be stated as: � defines an isomorphism

�L=K WCK=Nm.CL/! Gal.L=K/:

EXAMPLE 5.4 Statement (a) of the theorem says that, for every b 2 K�,
Q
�v.b/ D 1. On

applying this to the extension KŒa
1
n �=K under the assumption that K contains a primitive

nth root of 1, one obtains the product formula for the Hilbert symbol:Y
v

.a; b/v D 1:

See (III, 4.8).

THEOREM 5.5 (EXISTENCE THEOREM) Fix an algebraic closureKal ofK; for every open
subgroupN � CK of finite index, there exists a unique abelian extensionL ofK contained
in Kal such that NmL=K CL D N .

A subgroup of CK is a norm group if it is of the form Nm.CL/ for some finite abelian
extension L of K. The existence theorem shows that the norm groups are exactly the open
subgroups of finite index in CK . If N is such a group, then the finite abelian extension L
of K such that Nm.CL/ D N , i.e., such that N D Ker.�L=K/, is called the class field of
K belonging to N .

As stated, the Existence Theorem is valid for all global fields.

COROLLARY 5.6 The map L 7! Nm.CL/ is a bijection from the set of finite abelian
extensions of K to the set of open subgroups of finite index in CK . Moreover,

L1 � L2 ” Nm.CL1/ � Nm.CL2/I
Nm.CL1�L2/ D Nm.CL1/ \Nm.CL2/I
Nm.CL1\L2/ D Nm.CL1/ �Nm.CL2/:

REMARK 5.7 (a) In the number field case, the map

�K W IK ! Gal.Kab=K/:

is surjective. For an infinite prime v of K, write KCv for the connected component of K�v
containing 1; thus KCv is isomorphic to C� or R>0 according as v is complex or real.
Clearly

Q
vj1K

C
v � Ker.�K/. By definitionK� � Ker.�K/, and soK� � .

Q
vj1K

C
v / �

Ker.�K/. But �K is a continuous homomorphism and Gal.Kab=K/ is Hausdorff, and so
the kernel is a closed subgroup. Thus Ker.�K/ contains the closure ofK� � .

Q
vj1K

C
v /. It

is a theorem that this is precisely the kernel. The image of the closure of K� � .
Q
vj1K

C
v /

in CK is the connected component of CK containing 1.
For every finite abelian extension L of K, the Artin map defines an isomorphism

CK=Nm.CL/ ! Gal.L=K/. When we pass to the inverse limit over L, we get an iso-
morphism with Gal.Kab=K/ on the right, so the problem is to compute the inverse limit
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of the system CK=Nm.CL/. The existence theorem shows that the groups Nm.CL/ are
exactly the open subgroups of finite index, so this is a problem in topology.

(b) In the function field case, the Artin map �K W IK=K� ! Gal.Kab=K/ is injective,
but it is not surjective (its image is dense).

REMARK 5.8 Assume that the global Artin map �W I ! Gal.Kab=K/ contains K� in
its kernel. Then, for every finite abelian extension L=K, �L=K W I ! Gal.L=K/ arises
(as in Proposition 4.7) from a homomorphism  W IS ! Gal.L=K/ admitting a modulus.
Moreover, because � is the product of the local Artin maps,  must be the ideal-theoretic
global Artin map (which therefore admits a modulus). It is a straightforward exercise to
derive Theorems 3.5 and 3.6 from their idèlic counterparts, Theorems 5.3 and 5.5. We shall
prove Theorems 5.3 and 5.5 in Chapter VII

NOTES In his 1951 report Sur la théorie du corps de classes, Weil wrote:13

La recherche d’une interprétation de Ck si k est un corps de nombres, analogue en
quelque manière à l’interprétation par un groupe de Galois quand k est un corps de
fonctions, me semble constituer l’un des problèmes fondamentaux de la théorie des
nombres à l’heure actuelle; il se peut qu’une telle interprétation renferme la clef de
l’hypothèse de Riemann. . .

For a discussion of this, see mo41296.

Example

LEMMA 5.9 The map

.r; t; .up// 7! .rt; ru2; ru3; ru5; : : :/WQ� � R>0 �
Y

Z�p ! IQ

is an isomorphism of topological groups (Q� with the discrete topology).

PROOF. Any idèle a D .a1; a2; : : : ; ap; : : :/ can be written

a D a.t; u2; u3; u5; : : :/; a 2 Q�; t 2 R>0; up 2 Z�pI

—take a D . sign.a1//
Q
pordp.ap/, t D a1=a, up D ap=a. Moreover, the expression

is unique because the only positive rational number that is a p-adic unit for all p is 1.
The subsets

f1g � U �
Y
p finite

Up

with U;Up open neighbourhoods of 1 in R�;Q�p , and U�p D Z�p for all but finitely many
p’s, form a fundamental system of neighbourhoods 1 on the left, and also on the right. 2

Thus there is a canonical isomorphism of topological groups

CQ ! R>0 �
Y
p finite

Z�p D R>0 � OZ�:

13The search for an interpretation ofCk when k is a number field, in some way analogous to its interpretation
as a Galois group when k is a function field, seems to me to be one of the fundamental problems of number
theory at present; perhaps such an interpretation contains the key to the Riemann hypothesis...

https://mathoverflow.net/questions/41296/
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Let
Qcyc

D

[
QŒ�n�:

In this case, the global reciprocity map is the reciprocal of

�W IQ ! OZ� ! Gal.Qcyc=Q/;

where IQ ! OZ� is the above projection map, and OZ� ! Gal.Q cyc=Q/ is the canonical
isomorphism (see I A.5c).

SUMMARY 5.10 Let K be an algebraic number field. There exists a continuous surjective
homomorphism (the reciprocity or Artin map)

�K W IK ! Gal.Kab=K/

such that, for every finite extension L of K contained in Kab, �K gives rise to a commuta-
tive diagram

IK=K� Gal.Kab=K/

IK= .K� �Nm.IL// Gal.L=K/:

�K

� 7!� jL

�L=K

'

It is determined by the following two properties:
(a) �L=K.u/ D 1 for every u D .uv/ 2 IK such that

i) if v is unramified in L, then uv is a unit,
ii) if v is ramified inL, then uv is sufficiently close to 1 (depending only onL=K/,

and
iii) if v is real but becomes complex in L, then uv > 0.

(b) For every prime v of K unramified in L, the idèle

˛ D .1; : : : ; 1; �
v
; 1; : : :/; � a prime element of Ov;

maps to the Frobenius element .pv; L=K/ in Gal.L=K/:

To see that there is at most one map satisfying these conditions, let ˛ 2 IK , and use the
weak approximation theorem to choose an a 2 K� that is close to ˛v for all primes v that
ramify in L or become complex. Then ˛ D auˇ with u an idèle as in (a) and ˇ a finite
product of idèles as in (b). Now �L=K.˛/ D �L=K.ˇ/, which can be computed using (b).

For K D Q, the Artin map factors through f˙g � If =Q�, and every element of this
quotient is uniquely represented by an element of OZ� � If . In this case, we get the diagram

OZ� Gal.Qab=Q/
S
mQŒ�m�

.Z=mZ/� Gal.QŒ�m�=Q/:

�Q

'

restrict

Œn� 7!.�m 7!�
n
m/

'

which commutes with an inverse. This can be checked by writing an idèle ˛ in the form
auˇ as above, but it is more instructive to look at an example. Let p be a prime not dividing
m, and let

˛ D p � .1; : : : ; 1; p�1

p
; 1; : : :/ 2 Z � If D If :
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Then
˛ D .p; : : : ; p; 1

p
; p; : : :/ 2 OZ�

has image Œp� in .Z=mZ/�, which acts as .p;QŒ�m�=Q/ on QŒ�m�. On the other hand,
�Q.˛/ D �Q..1; : : : ; 1; p

�1

p
; 1; : : ://, which acts as .p;QŒ�m�=Q/�1.

EXERCISE 5.11 Show that, even when K is a number field, the idèle class group of K has
subgroups of finite index that are not open.



Chapter VI

L-Series and the Density of Primes

Euler used the Riemann zeta function in rudimentary form to prove that there are infinitely
many prime numbers. In order to prove that the primes are equally distributed among
the different arithmetic progressions modulo m, Dirichlet attached L-series (regarded as
functions of a real variable) to a character of .Z=mZ/�. Riemann initiated the study of
the Riemann zeta function as a function of a complex variable. In this section, we shall
(following Weber) extend Dirichlet methods to the study of the distribution of the prime
ideals among the classes in a ray class group. Except for the definition of the ray class
group, this chapter is independent of the preceding chapters.

In this chapter, we shall need to use a little complex analysis. Recall that the power
series 1CzC z2

2Š
C� � � converges for all z 2 C to a holomorphic function, which is denoted

ez . For every positive real number n and complex number z, nz is defined to be e.logn/z ,
where log is the natural log (function R>0 ! R inverse to er ).

1 Dirichlet series and Euler products

A Dirichlet series is a series of the form

f .s/ D
X
n�1

a.n/

ns
a.n/ 2 C; s D � C i t 2 C:

An Euler product belonging to a number field K is a product of the form

g.s/ D
Y
p

1

.1 � �1.p/Np�s/ � � � .1 � �d .p/Np�s/
; �i .p/ 2 C; s 2 C;

in which p runs over all but finitely many of the prime ideals of OK .

EXAMPLE 1.1 (a) The Riemann zeta function is

�.s/ D
X
n�1

1

ns
D

Y
p

1

1 � p�s
:

It is known that the behaviour of �.s/, especially in the critical strip 0 � <.s/ � 1, is
related to the distribution of the prime numbers.

183
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(b) The Dedekind zeta function. For every number field K,

�K.s/ D
X
a�0

1

Nas
D

Y
p

1

1 � Np�s
:

Here Na D .OK W a/. The sum is over the integral ideals in OK , and the product is over
the prime ideals in OK .

(c) A Dirichlet character is1 a homomorphism

�W Im ! C�

whose kernel contains i.Km;1/ for some modulus m, i.e., � is a character of the ray class
group Cm. For such a character, the corresponding Dirichlet L-series is

L.s; �/ D
X

a�OK , .m;a/D1

�.a/

Nas
D

Y
.m;p/D1

1

1 � �.p/Np�s
:

(d) A Hecke character (or Grössen character) is a continuous homomorphism

 W IK=K� ! C�

with image in the unit circle. If it is 1 on the identity components of IK at the infinite primes,
then it factors through Cm for some m, and is a Dirichlet character; conversely, a Dirichlet
character defines a Hecke character with discrete image. A Hecke character will take the
value 1 on some set

Q
v…S Uv (S a finite set of primes containing the infinite primes), and

the corresponding Hecke L-series is

LS .s;  / D
Y
v…S

1

1 �  .�v/Np�sv
;

where �v is an idèle with a prime element in the v-position and 1 elsewhere.
(e) Let L be a finite Galois extension of K with Galois group G. Let V be a finite

dimensional vector space over C and let

�WG ! GL.V /

be a homomorphism of G into the group of linear automorphisms of V . We refer to � as a
(finite-dimensional) representation of G. The trace of � is the map sending � to the trace
of the automorphism �.�/ of V . For � 2 G, let

P� .T /
def
D det.1 � �.�/T j V / D

dimVY
iD1

.1 � ai .�/T /; ai 2 C;

be the characteristic polynomial of �.�/. Because P� .T / depends only on the conjugacy
class of � , for every prime p of K unramified in L, we can define Pp.T / to be the char-
acteristic polynomial of .P; L=K/ for any prime P of L dividing p. The Artin L-series
attached to � is

L.s; �/ D
Y
p

1

Pp.Np�s/
D

Y
p

1

.1 � a1.p/Np�s/ � � � .1 � adimV .p/Np�s/

(product over all unramified primes of K; ai .p/ D ai ..P; L=K//).
1In the case K D Q and m D 1.m/, so that Cm D .Z=mZ/�, these characters and L-series were

introduced by Dirichlet. For arbitary ray class groups, they were introduced by Weber. Some authors (including
sometimes this one) restrict the terms “Dirichlet character” and “Dirichlet L-series” to the case Q and refer to
the more general objects as “Weber characters” and “Weber L-series”. Dirichlet used L to denote his L-
functions, and the letter has been used ever since.



2. Convergence Results 185

2 Convergence Results

We study the elementary analytic properties of Dirichlet series and Euler products.

Dirichlet series

PROPOSITION 2.1 Let

f .s/ D
X
n�1

a.n/

ns
:

Write S.x/ D
P
n�x a.n/, and suppose that there exist positive constants a and b such that

jS.x/j � axb for all large x. Then the series f .s/ converges uniformly for s in

D.b; ı; "/ D f<.s/ � b C ı; j arg.s � b/j �
�

2
� "g

for all ı; " > 0, and it converges to an analytic function on the half plane <.s/ > b.

PROOF. Since every point s with <.s/ > b has a neighbourhood of the form D.b; ı; "/,
the second part of the statement follows from the first. To prove the first, we use Cauchy’s
criterion for uniform convergence. For large integers n1 < n2,ˇ̌̌̌

ˇ
n2X
nDn1

a.n/

ns

ˇ̌̌̌
ˇ D

ˇ̌̌̌
ˇ
n2X
n1

s.n/ � s.n � 1/

ns

ˇ̌̌̌
ˇ

D

ˇ̌̌̌
ˇ̌ n2X
n1

s.n/

ns
�

n2�1X
n1�1

s.n/

.nC 1/s

ˇ̌̌̌
ˇ̌

D

ˇ̌̌̌
ˇs.n2/ns2

�
s.n1 � 1/

ns1
C

n2�1X
n1

s.n/

�
1

ns
�

1

.nC 1/s

�ˇ̌̌̌
ˇ

�
js.n2/j

n�2
C
js.n1 � 1/j

n�1
C

n2�1X
n1

js.n/j

ˇ̌̌̌
s

Z nC1

n

dt

tsC1

ˇ̌̌̌

�
a

n��b2

C
a

n��b1

C

n2�1X
n1

jsjanb
ˇ̌̌̌Z nC1

n

dt

tsC1

ˇ̌̌̌

�
2a

n��b1

C

n2�1X
n1

jsja

ˇ̌̌̌
ˇ
Z nC1

n

tbdt

tsC1

ˇ̌̌̌
ˇ

�
2a

n��b1

C jsja

Z 1
n1

dt

t�C1�b

�
2a

n��b1

�
jsja

� � b

1

t��b

ˇ̌̌̌1
n1

�
2a

n��b1

C
jsja

.� � b/n��b1

:

But for s 2 D.b; ı; "/,

jsj

� � b
D
js � b C bj

� � b
�
js � bj

� � b
C

b

� � b
D

1

cos �
C

b

� � b
�

1

cos �
C
b

ı
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with � D arg.s � b/. Now because j� j � �
2
� ", 1

cos �
is bounded by some number M , and

so ˇ̌̌̌
ˇ
n2X
nDn1

a.n/

ns

ˇ̌̌̌
ˇ � 2a

n��b1

C
.M C b

ı
/a

n��b1

:

The right hand side of this equation tends to zero as n1 !1, and so we can apply Cauchy’s
criterion to deduce the uniform convergence of f .s/. 2

REMARK 2.2 (a) For the Dirichlet series �.s/, S.x/ is Œx�, and so the series of �.s/ con-
verges for <.s/ > 1. For �K.s/, S.x/ is the number of integral ideals in K with numerical
norm � x. It is obvious that S.x/ is finite, but in fact (see 2.8 below) S.x/ � Cx. There-
fore the series for �K (and for L.s; �/) converge for <.s/ > 1. (It is also possible to show
directly that the Euler products converge for <.s/ > 1, which implies that the Dirichlet
series converge. See Fröhlich and Taylor 1991, VIII, 2.2.)

(b) Let f .s/ D
P a.n/

ns
be a Dirichlet series with a.n/ � 0. If f .s/ converges for all s

with <.s/ > b, but does not converge on the half-plane fs j <.s/ > b � "g for any " > 0,
then f .s/ ! 1 as s ! 1 through real numbers > 1. i.e., the domain of convergence of
f .s/ is limited by a singularity of f situated on the real axis. (See Serre 1970, III, 2.3.) For
example, the series for �.s/ does not converge on any half-plane <.s/ > 1 � ", " > 0, and,
as we shall see, �.s/ does have a pole at s D 1.

LEMMA 2.3 The zeta function �.s/ has an analytic continuation to a meromorphic function
on <.s/ > 0 with its only (possible) pole at s D 1.

PROOF. Define
�2.s/ D 1 �

1

2s
C
1

3s
�
1

4s
C � � �

For this Dirichlet series, S.x/ D 0 or 1, and so �2.s/ is analytic for s > 0. Note that�
1C

1

2s
C
1

3s
C
1

4s
C � � �

�
� 2

�
1

2s
C
1

4s
C
1

6s
C � � �

�
D 1 �

1

2s
C
1

3s
�
1

4s
C � � � ;

that is,

�.s/ �
2

2s
�.s/ D �2.s/;

or

�.s/ D
�2.s/

1 � 21�s
:

Thus �.s/ is analytic for <.s/ > 0 except possibly for poles where 2s�1 D 1. But

2s�1 D 1 ” e.log 2/.s�1/ D 1 ” .log 2/.s � 1/ D 2k�i;

and so �.s/ is analytic except possibly at

s D 1C
2k�i

log 2
; k 2 Z:

In fact, the only possible pole is s D 1. To see this, define

�3.s/ D 1C
1

2s
�
2

3s
C
1

4s
C
1

5s
�
2

6s
C � � �
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and observe (as for �2.s/) that �3.s/ is analytic for s > 0, and

�.s/ D
�3.s/

1 � 31�s
:

Hence �.s/ is analytic for s > 0, except possibly for poles at

s D 1C
2k�i

log 3
:

Thus, at a pole for �.s/, we must have

2k�i

log 2
D
2k0�i

log 3
;

or
2k
0

D 3k; k; k0 2 Z:

Because of unique factorization, this is possible only if k D 0 D k0. 2

LEMMA 2.4 For s real and s > 1,

1

s � 1
� �.s/ � 1C

1

s � 1
:

Hence �.s/ has a simple pole at s D 1 with residue 1, i.e.,

�.s/ D
1

s � 1
C function holomorphic near 1:

PROOF. Fix an s > 1, s real. By examining the graph of y D x�s , one finds thatZ 1
1

x�sdx � �.s/ � 1C

Z 1
1

x�sdx:

But Z 1
1

x�sdx D
x1�s

1 � s

ˇ̌̌̌1
1

D
1

s � 1
;

which gives the inequalities. Because �.s/ is meromorphic near s D 1,

�.s/ D
c

.s � 1/m
C

g.s/

.s � 1/m�1

near s D 1 for some m 2 N, c 2 C, and g.s/ holomorphic near s D 1. The inequalities
imply that m D 1 and c D 1. 2

PROPOSITION 2.5 Let f .s/ be a Dirichlet series for which there exist real constants C and
b, b < 1, such that

jS.n/ � a0nj � Cn
b:

Then f .s/ extends to a meromorphic function on <.s/ > b with a simple pole at s D 1

with residue a0, i.e., near s D 1

f .s/ D
a0

s � 1
C holomorphic function

near s D 1.

PROOF. For the Dirichlet series f .s/ � a0�.s/, we have jS.n/j � Cnb , and therefore
f .s/ � a0�.s/ converges for <.s/ > b. 2
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Euler products

Recall that an infinite product
Q1
nD1.1C bn/, bn 2 C, bn ¤ �1, is said to converge if the

sequence of partial products

˘m D

mY
nD1

.1C bn/

converges to a nonzero value. Moreover, the product is said to converge absolutely ifQ1
nD1 1C jbnj converges. A product

Q1
nD1 1C bn converges if it converges absolutely, in

which case, any reordering of the product converges (absolutely) to the same value.

LEMMA 2.6 The product
Q1
1 1C bn converges absolutely if and only if the series

P
bn

converges absolutely.

PROOF. We may suppose that bn � 0 for all n. Then both ˘m
def
D
Qm
1 1C bn and ˙m

def
DPm

1 bn are monotonically increasing sequences. Since ˘m � ˙m, it is clear that ˙m
converges if ˘m does. For the converse, note that

e˙m D

mY
iD1

ebi �

mY
iD1

.1C bi / D ˘m

and so, if the sequence ˙m converges, then the sequence ˘m is bounded above, and there-
fore also converges. 2

Recall that a product of finite sums, say,0@ lX
iD1

ai

1A mX
iD1

bi

! 
nX
iD1

ci

!

is a sum X
1�i�l
1�j�m
1�k�n

aibj ck

of products, each of which contains exactly one term from each sum. Recall also that

1

1 � t
D 1C t C t2 C � � � ; jt j < 1:

Hence (formally at least),Y
p

1

1 � p�s
D .1C 2�s C .22/�s C � � � /.1C 3�s C .32/�s C � � � /.1C 5�s C .52/�s C � � � / � � �

D

X
n�s

because each positive integer can be written as a product of powers of primes in exactly one
way. This identity is sometimes referred to as the analytic form of unique factorization. We
now prove a more general result.

PROPOSITION 2.7 Let � be a Dirichlet character of a number field K. For all s with
<.s/ > 1, the Euler product

Q
p-m

1
1��.p/Np�s converges to L.s; �/.
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PROOF. For <.s/ > 1,

1

1 � �.p/Np�s
D 1C

�.p/

Nps
C

�.p2/

.Np2/s
C � � �

Now Y
.p;m/D1
Np�t0

1

1 � �.p/Np�s
D

X �.a/

N.a/�s
;

where the second sum runs over all integral ideals expressible as a product of prime ideals
with numerical norm � t0. As t0 ! 1, the right hand side converges (absolutely) to
L.s; �/. Therefore the infinite product converges, and its value is L.s; �/. 2

Partial zeta functions; the residue formula

Let K be a number field, let m be a modulus. For every class k in Cm
def
D Im=i.Km;1/, we

define the partial zeta function

�.s; k/ D
X

a�0 , a2k

1

Nas
(sum over the integral ideals in k/:

Note that for every character � of Cm,

L.s; �/ D
X
k2Cm

�.k/�.s; k/:

In particular,
�K.s/ D

X
k2Cm

�.s; k/:

Therefore, knowledge of the �.s; k/ will provide us with information about L.s; �/ and
�K.s/.

Let
S.x; k/ D jfa 2 k j a integral Na � xgj ;

i.e., it is the S.x/ for the Dirichlet series �.s; k/. Recall from ANT, Chapter 5, p. 87 that
there is a homomorphism

l WU ! RrCs; u 7! .log j�1.u/j; : : : ; 2 log j�rCs.u/j/

whose kernel is the torsion subgroup of U and whose image is an r C s � 1 dimensional
lattice. The regulator reg.K/ is defined to be the volume of a fundamental parallelopiped
for this lattice. Let Um;1 D U \ Km;1. Then Um;1 has finite index in U , and we define
reg.m/ to be the volume of the fundamental parallelopiped for l.Um;1/. Thus

reg.m/ D reg.K/.U W U.m//:

PROPOSITION 2.8 For all x � 1,

jS.x; k/ � gmxj � Cx
1� 1

d ; gm D
2r.2�/s reg.m/

wmN.m/j�K=Qj
1
2

; d D ŒK W Q�;
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where

r D number of real primes,

s D number of complex primes,

wm D number of roots of 1 in Km;1;

N.m/ D N.m0/2r0 ;
r0 D number of real primes in m , and

�K=Q D discriminant of K=Q:

PROOF. First show that there is an integral ideal b0 2 k�1. Then for every a 2 k, a integral,
ab0 D .˛/, some ˛ 2 OK . Now S.x; k/ is the number of principal ideals .˛/ such that
˛ 2 b0\Km;1 with jNm.˛/j � xN.b0/. Now count. The techniques are similar to those in
the proof of the unit theorem. For the details, see Lang 1970, VI.3, Theorem 3. (A slightly
weaker result is proved in Janusz 1996, IV.2.11). 2

COROLLARY 2.9 The partial zeta function �.s; k/ is analytic for <.s/ > 1 � 1
d

except for
a simple pole at s D 1, where it has residue gm.

PROOF. Apply Proposition 2.5. 2

Note that gm does not depend on k.

LEMMA 2.10 If A is a finite abelian group, and �WA ! C� is a nontrivial character (i.e.,
homomorphism not mapping every element to 1), thenX

a2A

�.a/ D 0:

PROOF. Because � is nontrivial, there is a b 2 A such that �.b/ ¤ 1. ButX
a2A

�.a/ D
X
a2A

�.ab/ D .
X
a

�.a//�.b/;

and so
.�.b/ � 1/

X
a

�.a/ D 0;

which implies that
P
a �.a/ D 0. 2

COROLLARY 2.11 If � is not the trivial character, thenL.s; �/ is analytic for<.s/ > 1� 1
d

.

PROOF. Near s D 1,

L.s; �/ D
X
k2Cm

�.k/ � �.s; k/ D

P
k2Cm

�.k/gm

s � 1
C holomorphic function;

and the lemma shows that the first term is zero. 2

Later we shall see that L.1; �/ ¤ 0.
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COROLLARY 2.12 The Dedekind zeta function �K.s/ is analytic for <.s/ > 1� 1
d

except
for a simple pole at s D 1, where it has residue

2r.2�/s reg.K/

wK j�j
1
2

hK

PROOF. Recall that �K.s/ D
P

k2CK
�.s; k/. 2

EXAMPLE 2.13 (a) For K D Q, the last formula becomes 1 D 2
2

.
(b) For K D QŒ

p
d�, the formula becomes

lim
s!1

.s � 1/�K.s/ D

8̂<̂
:

2 log.u/

�
1
2

hK ; u > 1 a fundamental unit ; d > 0

2�

wK j�j
1
2

hK ; d < 0:

It is possible to find a closed formula for the expression on the left, and this leads to a very
simple expression for the class number. Recall that the Artin map forK=Q can be regarded
as a character �W IS ! f˙1g, where S is the set of primes that ramify. Rather than a map
on ideals, we regard it as a map on positive integers, and we extend it to all positive integers
by setting �.m/ D 0 if m is divisible by a prime that ramifies in K. Thus � is now the
multiplicative map on the set of positive integers taking the values

�.p/ D

8<:
1 if p splits in K
�1 if p remains prime in K
0 if p ramifies in K:

For an imaginary quadratic field with discriminant < �4, the formula becomes

hK D
1

2 � �.2/

X
.x;�/D1
0<x<j�j=2

�.x/:

For example, if K D QŒ
p
�5�, then j�j D 20, and

h D
1

2 � 0
.�.1/C �.3/C �.7/C �.9// D

‹

2
D 2;

because 2 ramifies, and

�5 � 1 � 12 mod 3; �5 � 2 � 32 mod 7:

See Borevich and Shafarevich 1966, Chapter 5, Section 4, for more details.

3 Density of the Prime Ideals Splitting in an Extension

For a set T of prime ideals of K, we define �K;T .s/ D
Q

p2T
1

1�Np�s . If some positive
integral power �K;T .s/n of �K;T .s/ extends to a meromorphic function on a neighbourhood
of 1 having a pole of order m at 1, then we say2 that T has polar density ı.T / D m=n.

2Following Marcus 1977, p. 188; or p. 134 in the second edition.
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PROPOSITION 3.1 (a) The set of all prime ideals of K has polar density 1.

(b) The polar density of every set (having one) is � 0.

(c) Suppose that T is the disjoint union of T1 and T2. If any two of T , T1, T2 have polar
densities, then so also does the third, and ı.T / D ı.T1/C ı.T2/.

(d) If T � T 0, then ı.T / � ı.T 0/ (when both are defined).

(e) A finite set has density zero.

PROOF. (a) We know that �K.s/ itself extends to a neighbourhood of 1, and has a simple
pole at 1.

(b) To say that T has negative density means that �K;T .s/ is holomorphic in a neigh-
bourhood of s D 1, and is zero there. But �K;T .1/ D

Q
p2T

1
1�p�1

> 0.
(c) Clearly,

�K;T .s/ D �K;T1.s/ � �K;T2.s/:

Suppose, for example, that �K;T .s/m and �K;T1.s/
m1 extend to meromorphic functions in

neighbourhoods of 1, with poles of order n and n1 at 1. Then

�K;T2.s/
mm1 D �K;T .s/

mm1=�K;T1.s/
mm1

extends to a meromorphic function in a neighbourhood of 1, and has a pole of order m1n�
mn1 at 1. Therefore

ı.T2/ D
m1n

mm1
�
mn1

mm1
D ı.T / � ı.T2/:

(d) Combine (c) with (b).
(e) Obvious 2

PROPOSITION 3.2 If T contains no primes for which Np is a prime (in Z), then ı.T / D 0.

PROOF. For p 2 T , Np D pf with f � 2. Moreover, for a given p, there are at most
ŒK W Q� primes of K lying over p. Therefore �K;T .s/ can be decomposed into a productQd
iD1 gi .s/ of d infinite products over the prime numbers each factor of a gi .s/ being 1 or

of the form 1
1�pf

with f � 2. For each i , gi .1/ �
P
n>0 n

�2 D �.2/. Therefore gi .s/ is
holomorphic at 1. 2

COROLLARY 3.3 Let T1 and T2 be sets of prime ideals in K. If the sets differ only by
primes for which Np is not prime and one has a polar density, then so does the other, and
the densities are equal.

THEOREM 3.4 Let L be a finite extension of K, and let M be its Galois closure. Then the
set of prime ideals of K that split completely in L has density 1=ŒM W K�.

PROOF. A prime ideal p of K splits completely in L if and only if it splits completely in
M .3 Therefore, it suffices to prove the theorem under the assumption that L is Galois over

3Here’s an explanation of the statement that a prime splits completely in an extension L if and only if it
splits completely in its Galois closure. If a prime splits completely in L, then it splits completely in every
conjugate L0 of L, so it becomes a question of showing that if a prime splits completely in two fields L and L0

then it splits completely in their composite. This follows easily (for example) from the criterion that a prime p
inK splits completely in L if and only if L˝K Kp is a product of copies ofKp (the composite LL0 is a direct
factor of L˝K L0).
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K. Let S be the set of prime ideals of K that split completely in L, and let T be the set
of prime ideals of L lying over a prime ideal in S . Corresponding to each p in S , there
are exactly ŒL W K� prime ideals P in T , and for each of them NmL=K P D p, and so
NP D Np. Therefore, �L;T .s/ D �K;S .s/ŒLWK�. But T contains every prime ideal of L that
is unramified in L=K for which NP D p. Therefore T differs from the set of all prime
ideals in L by a set of polar density 0, and so T has density 1. This implies that �K;S .s/
has the property signifying that S has density 1=ŒL W K�. 2

COROLLARY 3.5 If f .X/ 2 KŒX� splits into linear factors modulo p for all but finitely
many prime ideals p, then f splits into linear factors in K.

PROOF. Apply the theorem to the splitting field of f . 2

COROLLARY 3.6 (BAUER 1916) For Galois extensions L and M of a number field K,

L �M ” Spl.L/ � Spl.M/:

Hence
L DM ” Spl.L/ D Spl.M/;

and
L 7! Spl.L/

is an injection from the set of finite Galois extensions of K (contained in some fixed alge-
braic closure) to the set of subsets of fp � OKg.

PROOF. See the proof of (V 3.25). 2

EXAMPLE 3.7 Let f .X/ be an irreducible polynomial of degree 3. The density of the set
of primes p for which f .X/ splits modulo p is 1=3 or 1=6 depending on whether f .X/ has
Galois group C3 or S3.

COROLLARY 3.8 For every abelian extension L=K and every finite set S � S1 of primes
ofK including those that ramify in L, the Artin map  L=K W IS ! Gal.L=K/ is surjective.

PROOF. Let H be the image of  L=K . For all p … S , .p; LH=K/ D .p; L=K/jLH D 1,
which implies that p splits in LH . Hence all but finitely many prime ideals of K split in
LH , which implies that ŒLH W K� D 1. 2

4 Density of the Prime Ideals in an Arithmetic Progression

Let f .s/ and g.s/ be two functions defined (at least) for s > 1 and real. We write

f .s/ � g.s/ as s # 1

if f .s/ � g.s/ is bounded for

1 < s < 1C "; s real, some " > 0:

Note that
f .s/ � ı log

1

s � 1
as s # 1
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implies

lim
s#1

f .s/

log 1
s�1

D ı:

When f .s/ and g.s/ are functions holomorphic in a neighbourhood of s D 1 except possi-
bly for poles at s D 1,

f .s/ � g.s/ as s # 1

if and only if f .s/ and g.s/ differ by a function that is holomorphic on a neighbourhood of
1.

Let T be a set of primes of K. If there exists a ı such thatX
p2T

1

Nps
� ı log

1

s � 1
as s # 1;

then we say that T has Dirichlet density ı.
If the limit

lim
x!1

number of p 2 T with Np � x
number of p with Np � x

exists, then we call it the natural density of T .

PROPOSITION 4.1 (a) If the polar density exists, then so also does the Dirichlet density,
and the two are equal.

(b) If the natural density exists, then so also does the Dirichlet density, and the two are
equal.

PROOF. (a) If T has polar density m=n, then

�K;T .s/
n
D

a

.s � 1/m
C

g.s/

.s � 1/m�1
;

where g.s/ is holomorphic near s D 1. Moreover, a > 0 because �K;T .s/ > 0 for s > 1

and real. On taking logs (and applying 4.3), we find that

n
X
T

1

Nps
� m log

1

s � 1
as s # 1;

which shows that T has Dirichlet density m=n.
(b) See Goldstein 1971, p. 252. 2

REMARK 4.2 (a) A set T may have a Dirichlet density without having a natural den-
sity. For example, let T be the set of prime numbers whose leading digit (in the dec-
imal system) is 1. Then T does not have a natural density, but its Dirichlet density is
log10.2/ D �3010300 : : : (statement in Serre 1970, VI, 4.5). Thus it is a stronger statement
to say that a set of primes has natural density ı than that it has Dirichlet density ı. All of
the sets whose densities we compute in these notes will also have natural densities, but we
do not prove that.

(b) By definition, polar densities are rational numbers. Therefore every set having a
natural density that is not rational will not have a polar density.
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Recall that the exponential function

ez D
X zn

nŠ
D ex.cosy C i siny/; z D x C iy;

defines an isomorphism from

fz 2 C j �� < =.z/ < �g

onto the complement of the negative real axis

fz 2 R j z � 0g

in C whose inverse is, by definition, the (principal branch of) the logarithm function log.
With this definition

log z D log jzj C i arg z;

where the log on the right is the function defined in calculus courses and

�� < arg z < �:

With this definition

log
1

1 � z
D z C

z2

2
C
z3

3
C � � � ; jzj < 1:

LEMMA 4.3 Let u1; u2; : : : be a sequence of real numbers � 2 such that

f .s/
def
D

1Y
jD1

1

1 � u�sj

is uniformly convergent on each region D.1; ı; "/, ı; " > 0. Then

log f .s/ �
X 1

usj
as s # 1:

PROOF. We have

log f .s/ D

1X
jD1

log
1

1 � u�sj

D

X
j

1X
mD1

1

musmj

D

X
j

1

usj
C

X
j

1X
mD2

1

musmj

D

X
j

1

usj
C g.s/;

where

jg.s/j �

1X
jD1

1X
mD2

ˇ̌̌̌
ˇ 1

musmj

ˇ̌̌̌
ˇ D

1X
jD1

1X
mD2

1

mum�j
; � D <.s/:
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Estimate the inner sum by using .u � 2, � > 1/

1X
mD2

1

mum�
�

1X
mD2

1

2

�
1

u�

�m
D
1

2

�
1

1 � u��
� u�� � 1

�
D
1

2

u�2�

1 � u��
<

1

u2�
:

Hence
jg.s/j � f .2�/:

Because f .s/ is holomorphic for <.s/ > 1, f .2s/ is holomorphic for <.s/ > 1
2

, and so
g.�/ is bounded as � # 1. 2

PROPOSITION 4.4 (a) The set of all prime ideal of K has Dirichlet density 1.

(b) The Dirichlet density of any set (having one) is � 0.

(c) If T is finite, then ı.T / D 0.

(d) Suppose that T is the disjoint union of T1 and T2. If any two of ı.T1/, ı.T2/, ı.T /
are defined, so is the third, and ı.T / D ı.T1/C ı.T2/:

(e) If T � T 0, then ı.T / � ı.T 0/ (assuming both are defined).

PROOF. (a) The set of all primes ideals even has polar density 1.
(b) For s > 0 real, 1

Nps > 0, and for s D 1C ", log 1
s�1
D � log ", which is positive for

0 < " < 1.
(c) When T is finite,

P
p2T

1
Nps is holomorphic for all s and hence bounded near any

point.
(d) Clearly X

p2T

1

Nps
D

X
p2T1

1

Nps
C

X
p2T2

1

Nps
<.s/ > 1:

Therefore, if, for example,X
p2T1

1

Nps
� ı1 log

1

s � 1
;

X
p2T2

1

Nps
� ı2 log

1

s � 1
;

then X
p2T

1

Nps
� .ı1 C ı2/ log

1

s � 1
:

(e) If both ı.T / and ı.T 0/ exist, then so also does ı.T 0 r T /, and

ı.T 0/ � ı.T /
.c/
D ı.T 0 r T /

.a/
� 0: 2

PROPOSITION 4.5 Let T be the set of prime ideals of K having degree 1 over Q, i.e., such
that the residue class degree f .p=p/ D 1. Then ı.T / D 1.

PROOF. The complement of T has polar density 1 (Proposition 3.2) 2

COROLLARY 4.6 Let T be as in the Proposition. For every set S of primes of K having a
Dirichlet density

ı.T \ S/ D ı.S/:
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PROOF. The complement T 0 of T has density 0, and it follows easily that ı.S \ T 0/ D 0.
Because S is the disjoint union of S \ T and S \ T 0, this implies that ı.S \ T / is defined
and equals ı.S/. 2

LEMMA 4.7 Let A be a finite abelian group, and let a 2 A. ThenX
�2A_

�.a/ D 0:

Here A_ is the group of characters of A, i.e., A_ D Hom.A;C�/.

PROOF. If a D 1, then �.a/ D 1 for all �, and so the statement follows from the fact that
A_ has the same number of elements as A (it is in fact noncanonically isomorphic to A). If
a ¤ 1, there is a character �1 such that �1.a/ ¤ 1. ThenX

�2A_

�.a/ D
X
�2A_

.�1�/.a/ D
X
�2A_

�1.a/�.a/ D �1.a/
X
�2A_

�.a/:

Since �1.a/ ¤ 1, this implies that
P
�2A_ �.a/ D 0:

Alternatively, identify A with A__ by means of the isomorphism

a 7! .� 7! �.a//WA! .A_/_;

and apply (2.10). 2

THEOREM 4.8 Let m be a modulus for K, and let H be a congruence subgroup for m:

Im � H � i.Km;1/:

Then

ı.fp 2 H g/ D

�
1=.IS.m/ W H/ if L.1; �/ is nonzero for all characters � ¤ �0 of IS.m/=H I
0 otherwise.

PROOF. Let � be a character of Im trivial on H , and let

L.s; �/ D
Y
p-m

1

1 � �.p/Np�s
:

Then the argument in the proof of (4.3) shows that

logL.s; �/ �
X
p-m

�.p/

Nps

is holomorphic for <.s/ > 1
2

. In particular,

log.L.s; �// �
X
p-m

�.p/

Nps
as s # 1:

But (see 4.7) X
�

�.p/ D

�
h p 2 H
0 p … H;
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and so, on summing over all �, we find thatX
�

logL.s; �/ � h
X
p2H

1

Nps
as s # 1:

If � ¤ �0, then L.s; �/ is holomorphic near s D 1, say L.s; �/ D .s � 1/m.�/g.s/, where
m.�/ � 0 and g.1/ ¤ 0. Thus

logL.s; �/ � m.�/ log.s � 1/ D �m.�/ log
1

s � 1
:

If � D �0, then L.s; �/ D �K.s/=
Q

pjm
1

1�Np�s , and so

logL.s; �0/ � log �K.s/ � log
1

s � 1
as s # 1:

On combining these statements, we find that

h
X
p2H

Np�s � .1 �
X
�¤�0

m.�// log
1

s � 1
;

and hence

ı.fp 2 H g/ D
1 �

P
�¤�0

m.�/

h
:

This shows that ı.fp 2 H g/ D 1
h

if L.1; �/ ¤ 0 for all � ¤ �0, and ı.fp 2 H g/ D 0

otherwise (and at most one L.s; �/ can have a zero at s D 1, and it can only be a simple
zero). 2

The Second Inequality

THEOREM 4.9 For every Galois extension L of K and modulus m of K,

.IS.m/ W i.Km;1/ �Nm.I
S.m/
L // � ŒL W K�:

PROOF. Let H D NmL=K I
m
L � i.Km;1/. From Theorem 4.8, we know that ı.fp 2 H g/ D

1=.IS.m/ W H/ or 0, and that the first case holds exactly when, for all nontrivial characters
� of IS=H , L.1; �/ ¤ 0.

If p splits in L, i.e., f .P=p/ D 1 for all Pjp, then p is the norm of any prime ideal of
OL lying over it, and so fp 2 H g contains the set of prime ideals splitting in L. Hence,
Theorem 3.4 shows that

ı.fp 2 H g/ � ŒL W K��1 ¤ 0:

On combining the two statements we find

(a) ı.fp 2 H g/ ¤ 0;

(b) that for all nontrivial characters � of IS=H , L.1; �/ ¤ 0;

(c) .IS W H/ D ı.fp 2 H g/�1 � ŒL W K�. 2

COROLLARY 4.10 Let � be a nontrivial character of Cm, and suppose that there is a Galois
extension L of K such that NmL=K Cm;L � Ker.�/. Then L.1; �/ ¤ 0.
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PROOF. This was shown in the course of the proof of the theorem. 2

The Existence Theorem (Chapter V, 3.6) implies that the hypothesis of the corollary
holds for all �. It is possible to prove that L.1; �/ ¤ 0 without using class field theory, but,
at this point we prefer to return to class field theory. We shall complete the proof of the
Chebotarev Theorem in Chapter VIII





Chapter VII

Global Class Field Theory: Proofs of
the Main Theorems

J’ai revu un peu la théorie du corps de classes,
dont j’ai enfin l’impression d’avoir compris
les énoncés essentiels (bien entendu, pas les
démonstrations!)
Grothendieck, letter to Serre, 19.9.56.1

In this chapter we prove the main theorems of global class field theory, namely, the
Reciprocity Law and the Existence Theorem (Theorems 5.3 and 5.5 of Chapter V), follow-
ing the method of Tate 1967 (see also Artin and Tate 1961). Throughout, we work with
idèles rather than ideals.

This chapter is independent of Chapter VI, except that Theorem 4.9 of Chapter VI can
be used to replace Section 6. We shall need to refer to Chapter V only for the definitions of
the idèle class group and the the definition of the global Artin map �W I! Gal.L=K/ as the
“product” of the local Artin maps (Section 5). On the other hand, we shall make frequent
use of the results in Chapters II and III.

We use the notation from Chapter V (especially p. 169). In particular, j � jv denotes the
normalized absolute value for v (for which the product formula holds).

1 Outline

Let L=K be a finite Galois extension of number fields with Galois groupG. The idèle class
group CL

def
D IL=L� plays the same role for global class field theory that the multiplicative

group L� plays for local class field theory. In particular, when L=K is abelian, we shall
prove that there is a isomorphism

�WCK=NmL=K.CL/! G

1I have been reviewing a little class field theory, of which I finally have the impression that I understand
the main results (but not the proofs, of course!)
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202 Chapter VII. Global Class Field Theory: Proofs

whose local components are the local Artin maps, i.e., such that for any prime v of K and
prime w of L lying over it, the following diagram commutes,

K�v Gal.Lw=Kv/

IK Gal.L=K/;

�v

�

where �v is the local Artin map of Chapters I and III.
According to Tate’s theorem (3.11, Chapter II), to obtain such an isomorphism, it suf-

fices to prove that, for every finite Galois extension L=K with Galois group G,
(a) H 1.G;CL/ D 0I

(b) H 2.G;CL/ is cyclic of order ŒL W K� with a canonical generator uL=K ;

(c) if E � L � K are two finite Galois extensions of K, then Res.uE=K/ D uE=L.
The isomorphism �L=K is then the inverse of that defined by uL=K ,

H�2T .G;Z/! H 0
T .G;CL/:

Once the fundamental class uL=K has been shown to be compatible with the local funda-
mental classes, �L=K will be a product of the local Artin maps.

In fact, we adopt a slightly different approach. We shall define the global Artin map
CK ! Gal.L=K/ to be the “product” of the local Artin maps, and we shall use results
slightly weaker than (a) and (b) to deduce that it has the correct properties.

In Section 2, we express the cohomology of the idèles in terms of the cohomology of
the local fields,

H 0.G; IL/ D IK I

H r
T .G; IL/ '

M
v
H r
T .G

v; Lv�/

(sum over the primes v of K; for some choice of a prime wjv, Gv is the decomposition
group of w and Lv D Lw ). After computing the Herbrand quotient of the group of S -units
in Section 3, we prove the first inequality,

for any cyclic extension L=K, .CK W NmL=K CL/ � ŒL W K�,
in Section 4. We also prove in Section 4 that, for any abelian extension, the Galois group is
generated by the Frobenius elements. In Section 5 we state the theorem,

For every Galois extension L=K of number fields, (a) .CK W NmL=K CL/ �
ŒL W K� (second inequality); (b) H 1.G;CL/ D 1; (c) H 2.G;CL/ has order
� ŒL W K�.

and we prove it using Theorem 4.9 of Chapter VI. In the following section, we give a
different proof of the theorem that avoids the use complex analysis.

After some preliminaries on Brauer groups, in Section 7 we complete the proof of the
reciprocity law by showing that, for every abelian extension L=K, K� is contained in the
kernel of �L=K W IK ! Gal.L=K/. Because we already know that NmL=K.IL/ is con-
tained in the kernel of �L=K and that �L=K is surjective (because Gal.L=K/ is generated
by the Frobenius elements), the second inequality implies that �L=K is an isomorphism.

We prove the Existence Theorem in Section 9 by showing the every (open) subgroup of
finite index in CK contains the norm group of some subextension of the extension obtained
by first adjoining a root of unity to K and then making a Kummer extension.
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To some extent, the cyclic cyclotomic extensions ofK play the same role as the unram-
ified extensions of a local field. For example, a key point in the last step of the proof of the
Reciprocity Law is that every element of Br.K/ is split by a cyclic cyclotomic extension.

2 The Cohomology of the Idèles

Let L=K be a finite Galois extension of number fields with Galois group G. Recall that
� 2 G acts on the primes w of L lying over a fixed prime v of K according to the rule
j�aj�w D jajw . Therefore � is an isomorphism of valued fields

.L; j jw/! .L; j j�w/;

and so extends to the completions: there is a commutative diagram

Lw L�w

L L:

�

�

iw i�w

Fix a prime v ofK, and letw0 be a prime ofL lying over v. The map � 7! �w0 defines
a bijection

G=Gw0 ! fwjvg;

where Gw0 is the decomposition group of w0.
We wish to extend the action of G on L to an action of G on

Q
wjv Lw . Recall (ANT,

8.2) that the map

a˝ b 7! .iw.a/b/w WL˝K Kv !
Y

wjv
Lw

is an isomorphism. The group G acts on L˝K Kv through its action on L, and we use the
isomorphism to transfer this action to

Q
wjv Lw . Thus,

(a) the elements of G acts continuously on
Q
wjv Lw ;

(b) all elements of the form .a; : : : ; a/, a 2 Kv, are fixed by G;

(c) for every a 2 L, �.: : : ; iw.a/; : : :/ D .: : : ; iw.�a/; : : :/.

These conditions determine the action uniquely (in fact, (a) and (c) determine it because
K is dense in Kv/.

LEMMA 2.1 For � 2 G and ˛ D .˛.w// 2
Q
wjv Lw ,

.�˛/.w/ D �.˛.��1w//: .�/

PROOF. The rule .�/ does define a continuous action of G on
Q
Lw , and so it suffices to

check that it satisfies (b) and (c). Condition (b) is obvious. For (c), let ˛.w/ D iw.a/,
a 2 L. Then (by .�/)

.�˛/.w/ D �.i��1w.a//:

When we replace w with ��1w in the commutative diagram above, we obtain the formula
� ı i��1w D iw ı � . Therefore

.�˛/.w/ D iw.�a/;

as required. 2
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In more down-to-earth terms, .�˛/.�w/ D �.˛.w//: if ˛ has the element a in the
w-position, then �˛ has the element �a in the �w-position.

Note that the action of G on
Q
wjv Lw induces an action of G on the subsets

Q
wjv L

�
w

and
Q
wjv Uw of

Q
wjv Lw .

PROPOSITION 2.2 Choose a w0jv, and let Gw0 be its decomposition group. For ˛ 2Q
wjv Lw and � 2 G, define f˛.�/ D �.˛.��1w0//. Then f˛ 2 IndGGw0

.Lw0/, and
the map

˛ 7! f˛W
Y
wjv

Lw ! IndGGw0
.Lw0/

is an isomorphism of G-modules. Similar statements hold with Lw replaced with L�w and
with Uw .

PROOF. Recall (II 1) that

IndGGw0
.Lw0/ D ff WG ! Lw0 j f .��/ D �f .�/; all � 2 Gw0g

and that � 2 G acts on f 2 IndGGw0
.Lw0/ according to the rule .�f /.�/ D f .��/. For

� 2 Gw0 ;

f˛.��/ D ��.˛.�
�1��1w0// D ��.˛.�

�1w0// D �f˛.�/;

and so f˛ 2 IndGGw0
.Lw0/. Moreover,

.�f˛/.�/ D f˛.��/ D ��.˛.�
�1��1w0// D �.�˛/.�

�1w0/ D f�˛.�/;

and so ˛ 7! f˛ is a homomorphism of G-modules
Q
wjv Lw ! IndGGw0

.Lw0/. Given

f 2 IndGGw0
.Lw0/, set

˛f .w/ D �.f .�
�1//; w D �w0:

Then f 7! ˛f is an inverse to ˛ 7! f˛. 2

PROPOSITION 2.3 For all r ,

H r.G;
Q
wjv L

�
w/ ' H

r.Gw0 ; L
�
w0
/:

In particular,
H 0.G;

Q
wjv L

�
w/ ' K

�
v :

Similar statements hold with L�w replaced with Uw .

PROOF. We have

H r.G;
Q
wjv L

�
w/ D H

r.G; IndGGw0
L�w0/ D H

r.Gw0 ; L
�
w0
/

by Shapiro’s lemma (II, 1.11). 2
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REMARK 2.4 The group H r.Gw0 ; L
�
w0
/ is independent of the prime w0 dividing v up to

a canonical isomorphism, for let w be a second such prime. Then we can write w D �w0,
and we have a compatible pair of isomorphisms

� 7! ����1WGw0 ! Gw ; x 7! ��1xWLw ! Lw0 ;

and hence isomorphisms

H r.Gw ; L
�
w/! H r.Gw0 ; L

�
w0
/

for each r (see II, �1).
If w D � 0w0, then � 0 D �� with � 2 Gw0 . The maps defined by � and � 0 differ by

the automorphism of H r.Gw0 ; L
�
w0
/ defined by � , which is the identity map (II, 1.27d).

ThereforeH r.Gw0 ; L
�
w0
/ andH r.Gw ; L

�
w/ are canonically isomorphic. This suggests the

following notation: choose a prime wjv and set,

Gv D Gw ; Lv D Lw ; U v D Uw :

These objects are defined only up to noncanonical isomorphisms, but H r.Gv; Lv�/ and
H r.Gv; U v/ are defined up to canonical isomorphisms.

We endow IL with the action of G such that the inclusionsY
wjv

L�w ! IL

are G-homomorphisms. Thus if ˛ has aw in the w-position, then �˛ has �aw in the �w-
position.

PROPOSITION 2.5 (a) The map IK ,! IL induces an isomorphism IK ! IGL .

(b) For all r � 0,
H r
T .G; IL/ D

M
v
H r
T .G

v; Lv�/:

PROOF. (a) Clearly ˛ D .aw/ is fixed by G if and only if each subfamily .aw/wjv is fixed
by G. But .aw/wjv is fixed by G only if aw is independent of w and lies in K�v .

(b) For each finite set S of primes of K, let

IL;S D
Y
v2S

.
Y
wjv

L�w/ �
Y
v…S

.
Y
wjv

Uw/:

Then IL;S is stable under the action ofG, and IL is the directed union of the IL;S as S runs
over the finite sets of primes of K containing all infinite primes and all primes that ramify
in L. Hence (see II, 4.4),

H r.G; IL/ D lim
�!

H r.G; IL;S /:

On applying (II, 1.25) and (2.3), we find that

H r.G; IL;S / D
Y
v2S

H r.G;
Q
wjv L

�
w/ �

Q
v…S H

r.G;
Q
wjv Uw/

D

Y
v2S

H r.Gv; Lv�/ �
Y
v…S

H r.Gv; U v/:
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Because of (III, 1.1), the second factor is zero when r > 0, and so

H r.G; IL/ D lim
�!S

H r.G; IL;S /

D lim
�!S

M
v2S

H r.Gv; Lv�/

D

M
all v

H r.Gv; Lv�/:

The same argument works for r � 0 when one uses the Tate groups. 2

COROLLARY 2.6 (a) H 1.G; IL/ D 0I

(b) H 2.G; IL/ '
L
v

�
1
nv

Z=Z
�

, where nv D ŒLv W Kv�.

PROOF. (a) Apply Hilbert’s theorem 90 (II, 1.22).
(b) From Theorem 2.1 of Chapter III, we know that the invariant map gives an isomor-

phism

H 2.Gv; Lv�/!
1

nv
Z=Z:

2

PROPOSITION 2.7 Let S be a finite set of primes of K, and let T be the set of primes of L
lying over primes in S . If L=K is cyclic, then the Herbrand quotient

h.IL;T / D
Y
v2S

nv; nv D ŒL
v
W Kv�:

PROOF. We have

IL;T D
�Y
v2S

.
Y
wjv

L�w/

�
�

�Y
v…S

.
Y
wjv

Uw/

�
:

The Herbrand quotient of the second factor is 1 (apply III, 2.5), and so

h.G; IL;T / D
Y
v2S

h.G;
Q
wjv L

�
w/

D

Y
v2S

h.Gv; Lv�/

D

Y
v2S

ˇ̌
H 2.Gv; Lv�/

ˇ̌
D

Y
v2S

nv: 2

The norm map on idéles

Let L=K be a finite Galois extension of number fields. As for any G-module, there is a
norm map

x 7!
Y
�2G

�xW IL ! IGL D IK :
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We need to examine this map. Recall (ANT, 8.4) that there is a commutative diagram:

L�
Q
wjv L

�
w

K� K�v :

NmL=K .aw/ 7!
Q

NmLw=Kv aw

For every w, NmL�w is open in K�v (because it is of finite index; see I, 1.3), and for any
unramified w, the norm map sends Uw onto Uv (see III, 1.2). The image of the right hand
vertical map in the diagram is equal to NmL�w for any wjv (because any two Lw ’s are
Kv-isomorphic). We denote it by NmLv�.

Let S � S1 be a finite set of primes of K containing those that ramify, and let T be
the set of primes lying over a prime of S . The above remarks show that

NmL=K IL;T D
Y
v2S

Vv �
Y
v…S

Uv;

where Vv is an open subgroup of finite index K�v . This is an open subgroup in IK;S and
IK;S is open in IK . We have proved the following result.

PROPOSITION 2.8 For every finite Galois extension L=K of number fields, NmL=K IL
contains an open subgroup of IK and therefore is itself open.

In fact, we showed earlier (V, 4.13) that every norm group contains Wm for some mod-
ulus m, and Wm is open.

We next consider the norm map on idèle classes. Consider

0 L� IL CL 0

0 K� IK CK 0:

NmL=K NmL=K

The left hand square commutes, and so the norm map IL ! IK induces a norm map
NmL=K WCL ! CK . From the snake lemma, we find that the quotient map IK ! CK
induces an isomorphism

IK=K� �Nm.IL/! CK=Nm.CL/:

3 The Cohomology of the Units

Let L=K be a finite extension of number fields with Galois group G. Let S � S1 be a
finite set of primes of K, and let T be the set of primes of L lying over a prime of K in S .
Because T is stable under the action of G, the group of T -units

U.T /
def
D f˛ 2 L j ordw.˛/ D 0 all w … T g

is also stable under G.
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PROPOSITION 3.1 In the above situation, assume that G is cyclic. Then the Herbrand
quotient h.U.T // is defined, and satisfies

n � h.U.T // D
Y
v2S

nv;

where n D ŒL W K� and nv D ŒLv W Kv�.

We first show that any two G-stable full lattices2 in the same real vector space have the
same Herbrand quotient. Then we construct two such lattices, one with Herbrand quotient
n � h.U.T // and the other with Herbrand quotient

Q
nv.

LEMMA 3.2 Let G be a finite group, and let k be an infinite field. Let M and N be kŒG�-
modules that are of finite dimension when regarded as k-vector spaces. If M ˝k ˝ and
N ˝k ˝ are isomorphic as ˝ŒG� modules for some field ˝ � k, then they are already
isomorphic as kŒG�-modules.

PROOF. First note that if V is the space of solutions for a system of homogeneous linear
equations over k, then the solution space for the same system of equations over ˝ admits
a basis with coordinates in k. In fact, the standard algorithm for finding a basis for the
solution space yields the same result when carried out over k or ˝.

A k-linear map ˛WM ! N is a G-homomorphism if ˛.�m/ D �˛.m/ all m 2 M ,
� 2 G. Once bases have been chosen for M and N , giving a k-linear map ˛WM ! N is
the same as giving a matrix A, and the condition that ˛ be a G-homomorphism takes the
form A � B.�/ D C.�/ � A for certain matrices B.�/ and C.�/. This is a linear condition
on the coefficients of A, and so the remark shows that there are kŒG�-homomorphisms
˛1; : : : ; ˛r WM ! N that form an ˝-basis for the space of ˝ŒG�-homomorphisms M ˝k
˝ ! N ˝k ˝.

BecauseM˝k˝ andN˝k˝ are isomorphic as˝ŒG�-modules, there exist a1; : : : ; ar 2
˝ such that

P
ai˛i is an isomorphism, and hence has nonzero determinant. But det.

P
ai˛i /

is a polynomial in the ai with coefficients in k, and the preceding sentence shows that not
all of its coefficients are zero. As k is infinite, there exist ai ’s in k such that

P
ai˛i has

nonzero determinant3, and hence is a kŒG�-isomorphism M ! N . 2

REMARK 3.3 For those who find the above proof too simple, here is another. Assume
that k has characteristic zero. The group H of automorphisms of M as a kŒG�-module
is a product of groups of the form GLd .D/, D a division algebra over k. The functor
of isomorphisms M ! N is a principal homogeneous space for H (nonempty, because
there exists an isomorphism over some field containing k), and hence defines an element of
H 1.k;H/. Now a generalization of Hilbert’s theorem 90 shows that H 1.k;H/ D 1.

LEMMA 3.4 LetG be a finite cyclic group, and letM andN beG-modules that are finitely
generated as Z-modules, and such thatM˝ZQ andN ˝ZQ are isomorphic asG-modules.
If either h.M/ or h.N / is defined, so also is the other, and the two are equal.

2Recall that a subgroupM of a real vector space V is called a full lattice ifM is the Z-submodule generated
by a basis for V ; equivalently, if it is finitely generated and the canonical map R˝ZM ! V is an isomorphism.
The definition of a full lattice in a Q-vector space is similar.

3We are using that a polynomial f with coefficients in an infinite field k is zero if f .a1; : : : ; an/ D 0 for
all .a1; : : :/ 2 kn (FT, proof of 5.18).
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PROOF. After (II, 3.9), we may assume that M and N are torsion free. Choose an isomor-
phism

˛WM ˝Q! N ˝Q:
Then ˛.M/ and N are lattices in the same Q-vector space, and so ˛.M/ � n�1N for
some n 2 N (express the elements of a basis for ˛.M/ in terms of a bases for N , and let
n be a common denominator for the coefficients). After replacing ˛ with n˛, we have that
˛.M/ � N . Now we have an exact sequence

0!M
˛
�! N ! N=˛.M/! 0

with N=˛.M/ finite, and we can apply (II, 3.9) again to deduce that h.M/ D h.N /. 2

LEMMA 3.5 Let G be a finite cyclic group, and let V be a real vector space on which G
acts linearly (i.e., V is an RŒG�-module). Let M and N be two G-stable full lattices in V .
If either h.M/ or h.N / is defined, then so is the other, and they are equal.

PROOF. Because M and N are full lattices in V , the canonical maps

M ˝Z R! V; N ˝Z R! V

are isomorphisms. These maps are G-homomorphisms, and therefore (3.2) M ˝Z Q �
N ˝Z Q as QŒG�-modules, and we can apply Lemma 3.4. 2

We now complete the proof of the Theorem. Let V be a product of copies of R indexed
by the elements of T , i.e.,

V D Hom.T;R/:
We let G act on V according to the rule:

.�f /.w/ D f .��1w/; � 2 G; w 2 T:

The first lattice in V is N def
D Hom.T;Z/. For each v 2 S , choose a w lying over v, and

let Gv be the decomposition group of w. The sets Gv �w, v 2 S , are the orbits of G acting
on T . In particular, T is a disjoint union of these sets, and so

Hom.T;Z/ D
M

v
Hom.G=Gv;Z/:

But Hom.G=Gv;Z/ D IndGGv .Z/ .Z regarded as a trivial Gv-module). Therefore,

h.G;N / D
Y
v

h.G; IndGGv .Z// D
Y

h.Gv;Z/ D
Y

nv:

We now define the second lattice. Let �WU.T /! V be the map a 7! .: : : ; log jajw ; : : :/,
and let M 0 to be the image of �. Note that � commutes with the action of G. The kernel
of � consists of the elements a of L� such that jajw D 1 for all w (including the infinite
primes). These are the roots of 1 in L, and so h.U.T // D h.M 0/. The product formula
shows M 0 is contained in the subspace

V 0W
X

xw D 0;

of V , and the proof of the T -unit theorem shows that M 0 is a lattice in V 0 (cf. ANT, 5.8).
The vector e D .1; 1; : : : ; 1/ is stable under G, and we define M D M 0 C Ze. Then
M ˝Z R D V 0 C Re D V , and so M is a lattice in V . Moreover,

h.M/ D h.M 0/ � h.Z/ D h.M 0/ � n:

This completes the proof Proposition 3.1.
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4 Cohomology of the Idèle Classes I: the First Inequality

Let L=K be a finite Galois extension of number fields with Galois group G. We have a
commutative diagram of G-modules with exact rows,

0 K� IK CK 0

0 L� IL CL 0;

That the rows are exact is the definition of the idèle class groups. The vertical arrows in the
left hand square are the natural inclusions. The square therefore commutes, which shows
that the right hand vertical arrow exists.

LEMMA 4.1 The canonical map CK ! CL induces an isomorphism

CK ! CGL D H
0.G;CL/:

PROOF. From the bottom row of the above diagram, we obtain a cohomology sequence

0 H 0.G;L�/ H 0.G; IL/ H 0.G;CL/ H 1.G;L�/

L�G I�GL CGL 0

which can be identified with

0 �! K� �! IK ! CK ! 0: 2

The ideal class group of a number field is finite, and it is generated by the classes of
prime ideals. Therefore, it is generated by a finite number of prime ideals.

LEMMA 4.2 Let K be a number field, and let S � S1 be a finite set of primes of K
containing a set of generators for the ideal class group of K. Then

IK D K� � IS :

PROOF. The condition that S contains a set of generators for the ideal class group of K
means that every fractional ideal a can be written

a D b � .c/

with b in the group generated by the prime ideals in S and c 2 K�. Therefore, a D .c/ in
the quotient group IS D I=hSi, and so IS=i.K�/ D 0.

For every finite set S � S1 of primes of K, the natural map I ! IS defines an
isomorphism I=IS ! IS . On dividing out by K� on both sides, we find that I=K� � IS '
IS=i.K�/ ' 0. 2

Recall that we want to prove that for every abelian extensionL=K,CK=NmL=K CL '
Gal.L=K/ and that for every Galois extensionH 1.G; CL/ D 1. For a cyclic extension, the
two statements imply that the Herbrand quotient

h.CL/
def
D
.CK W NmCL/ˇ̌
H 1.G;CL/

ˇ̌ D ŒL W K�:
As a first step, we verify this equality.
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THEOREM 4.3 For every finite cyclic extension L=K of number fields, h.CL/ D ŒL W K�.

PROOF. Let S any finite set of primes of K such that:
(a) S � S1, the set of infinite primes of K;

(b) S contains all primes that ramify in L;

(c) S contains the prime ideals P\OK for a set of generators P of the ideal class group
of L.

Let T be the set of primes of L lying over a prime in S . Condition (c) implies that IL D
IL;T � L�, and so

CL
def
D IL=L� D L� � IL;T =L� ' IL;T =L� \ IT :

Note that
L� \ IT D f˛ 2 L j ordw.˛/ D 0 , 8w … T g D U.T /;

and so
h.CL/ D h.IL;T /=h.U.T //:

The theorem now follows from Proposition 2.7 and Proposition 3.1. 2

COROLLARY 4.4 (FIRST INEQUALITY) If L=K is cyclic of degree n, then

.IK W K� �Nm.IL// � n:

PROOF. Since h.CL/ D n, its numerator must be � n. 2

We now give some application of the First Inequality.

LEMMA 4.5 Let L be a finite solvable extension of K (i.e., a finite Galois extension with
solvable Galois group). If there exists a subgroup D of IK such that

(a) D � NmL=K ILI and

(b) K� �D is dense in IK
then L D K.

PROOF. If L ¤ K, then the exists a subfield K 0 of L that is cyclic over K and¤ K. Then

D � NmL=K.IL/ D NmK0=K.NmL=K IL// � NmK0=K.IK0/:

Therefore,K��NmK0=K IK0 is dense in IK . Because it is a union of translates of NmK0=K IK0 ,
it is open (2.8), and because it is a subgroup of IK , it is also closed. Therefore, K� �
NmK0=K IK0 D IK , and the first inequality implies that K 0 D K. 2

PROPOSITION 4.6 Let L be a finite solvable extension of K. If L ¤ K, then there are
infinitely many primes of K that do not split completely in L.

PROOF. Suppose there are only finitely many, and let S � S1 be a finite set of primes of
K including all those that do not split completely. We shall apply the lemma with

D D IS def
D f.av/ j av D 1 for all v 2 Sg:

For wjv … S , Lw D Kv, and so clearly D � Nm.IL/. Let a D .av/ 2 I. By the Weak
Approximation Theorem (ANT, 7.20), there is an element b 2 K� that is very close to av
in Kv for all v 2 S . Choose a0 to be the element of IS such that the v component of ba0 is
equal to av for all v … S . Then ba0 is close to a in IK . Hence K� �D is dense in IK . 2
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PROPOSITION 4.7 Let L=K be a finite solvable extension with Galois group G, and let
T be a finite set of prime ideals containing those that ramify in L. Then the Frobenius
elements .P; L=K/ for P … T generate G.

PROOF. After possibly replacing T with a larger set, we may suppose that it is stable under
G. Then the subgroupH ofG generated by the Frobenius elements at the P … T is normal.
Let E D LH . Recall (V, 1.11) that

.P \E;E=K/ D .P; L=K/jE ;

which is the identity map. Therefore all primes p of K not lying under a prime of T split
in E, which shows that E D K. By the main theorem of Galois theory, this implies that
H D G. 2

COROLLARY 4.8 For every abelian extension L=K and finite set of primes S � S1 of K
including the primes that ramify in L, the map

p 7! .p; L=K/W IS ! Gal.L=K/

is surjective. (Recall that IS is the group of fractional ideals generated by prime ideals not
in S .)

PROOF. The image contains the Frobenius elements .P; L=K/ for all P dividing a prime
p not in S , and these generate Gal.L=K/. 2

REMARK 4.9 Of course, Proposition 4.6 is much weaker than the result available using
complex analysis—see Theorem VI.3.4—but it suffices for the proof of the Reciprocity
Law.

5 Cohomology of the Idèle Classes II: The Second Inequality

THEOREM 5.1 LetL=K be a Galois extension of number fields with Galois groupG. Then

(a) (second inequality) the index .IK W K� �Nm.IL// is finite, and divides ŒL W K�;

(b) the group H 1.G;CL/ D 0;

(c) the group H 2.G;CL/ is finite, and its order divides ŒL W K�.

LEMMA 5.2 If G is cyclic, then statements (a), (b), and (c) of the theorem are equivalent
(and .IK W K� �Nm.IL// D .H 2.G;CL/ W 1/ D ŒL W K�).

PROOF. Without restriction on G,

IK=K� �NmL=K.IL/ ' CK=NmL=K.CL/ D H 0
T .G;CL/:

If G is cyclic, its cohomology is periodic, and so H 0
T .G;CL/ � H

2.G;CL/. This proves
that (a) and (c) are equivalent. Theorem 4.3 states that the Herbrand quotient h.CL/ D ŒL W
K�, and so each of (a) and (c) is equivalent to (b). 2

LEMMA 5.3 It suffices to prove the theorem in the case that G is a p-group, p prime.
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PROOF. Recall (II, 1.33), that ifH is the Sylow p-subgroup ofG then, for everyG-module
M , the maps

Res W H r
T .G;M/! H r

T .H;M/

are injective on the p-primary components. Therefore, if the theorem holds for L=LH ,
then p does not divide the order of H 1

T .G;CL/ and the power of p dividing the orders
H 0
T .G;CL/ and H 2

T .G;CL/ is less than the power of p dividing ŒL W K�. On applying
this for all p, we obtain the lemma. 2

LEMMA 5.4 It suffices to prove the theorem in the case that G is a cyclic group of prime
order p.

PROOF. After the last lemma, we may assume that G is a p-group. We shall prove the
theorem for G by induction on .G W 1/. Because G is a p-group, it has a normal subgroup
H of index p (see GT 4.17). Consider the exact sequence (II, 1.34)

0! H 1.G=H;CK0/
Inf
��! H 1.G;CL/

Res
��! H 1.H;CL/;

whereK 0 D LH . By assumptionH 1.G=H;CK0/ D 0 and by inductionH 1.H;CL/ D 0.
Therefore H 1.G;CL/ D 0—statement (b) is true.

Because H 1.H;CL/ D 0, the sequence

0! H 2.G=H;CK0/! H 2.G;CL/! H 2.H;CL/

is exact, from which it follows that statement (c) is true.
Finally, note that

.CK W NmL=K.CL// D .CK W NmK0=K.CK0//.NmK0=K.CK0/ W NmL=K.CL//;

which divides pŒL W K 0� because NmK0=K defines a surjection

CK0=NmL=K0.CL/! NmK0=K.CK0/=NmL=K.CL/: 2

To finish the proof of Theorem 5.1 using Lemma 5.2, it therefore remains to prove that
the Second Inequality holds for a cyclic extension of degree p, but in VI 4.9 we proved that
the Second Inequality holds for all finite Galois extensions. (For the translation between
the idealic and the idèlic form of the statement, see Proposition V 4.6). In the next section,
we give an algebraic proof of the Second Inequality, independent of Chapter VI.

REMARK 5.5 To a finite Galois extension L=K of number fields, we have attached the
group CK=Nm.CL/ and H 2.G;CL/. When L=K is cyclic, they are canonically (up to
a choice of a generator for G) isomorphic, but not otherwise. The first group is always
isomorphic to Gab, and the second is always cyclic of order ŒL W K�. Thus, when G is
abelian but not cyclic, the two groups have the same order but are not isomorphic, and
when G is nonabelian, they have different orders.

6 The Algebraic Proof of the Second Inequality

We shall prove the Second Inequality in the case that L=K is cyclic of prime degree p.
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LEMMA 6.1 It suffices to prove the Second Inequality in the case that K contains a pth
root of 1.

PROOF. Let � be a primitive pth root of 1 (in some fixed algebraic closure ofK containing
L), and let K 0 D KŒ�� and L0 D K 0 � L D LŒ��. Then ŒK 0 W K� D mjp � 1, and so is
relatively prime to p. Hence K 0 \ L D K, and we have the picture:

L0

L K 0

K

m

p

p

m

The map
Gal.L0=K/! Gal.L=K/ �Gal.K 0=K/

is an isomorphism. Consider the diagram:

CL CK CK=NmCL 0

CL0 CK0 CK0=NmCL0 0

CL CK CK=NmCL 0

NmL=K

iL iK

NmL0=K0

NmL0=L NmK0=K

NmL=K

Here iL and iK are the maps induced by the inclusions IL ,! IL0 and IK ,! IK0 , NmL=K
and NmL0=K0 are the maps

x 7!
X

�x; � 2 Gal.L=K/ ' Gal.L0=K 0/;

and NmL0=L and NmK0=K are the maps

x 7!
X

�x; � 2 Gal.L0=L/ ' Gal.K 0=K/:

Clearly the squares at left commute, and this implies that the rest of the diagram exists. The
composites

NmL0=L ıiL and NmK0=K ıiK

are both multiplication by m. Therefore the composite

CK=NmCL ! CK0=NmCL0 ! CK=NmCL

is also multiplication by m, and hence is an isomorphism (clearly, pth powers in CK are
norms, and so CK=NmCL is killed by p). In particular, the second map is surjective, and
so

.CK W NmCL/ divides .CK0 W NmCL0/;

which by assumption, divides p. 2
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We shall prove the Second Inequality in the case the K contains a primitive pth root
of 1 and L is a finite abelian extension of K of exponent p with Galois group G. Let
ŒL W K� D pr , so that G � .Z=pZ/r . By Kummer theory (see the appendix to this
chapter), there exist a1; : : : ; ar 2 K such that

L D KŒa
1
p

1 ; : : : ; a
1
p

r �:

Let S be a finite set of primes of K such that

(a) S contains the infinite primes;

(b) S contains all divisors of p;

(c) S is so large that all ai are S -units.

(d) S contains a set of generators for the ideal class group of K, and so IK D IK;S �K�
(see 4.2).

Note that, according to (A.5), conditions (b) and (c) imply that S contains all primes that
ramify in L.

As usual, we write U.S/ for the group of S -units, i.e., the group of elements ofK� that
are units for all primes outside S . Recall that the unit theorem says that

U.S/ � Zs�1 � U.S/tors; s D jS j :

The group U.S/ tors is cyclic, and in our case its order is divisible by p (because it contains
�p), and so

U.S/=U.S/p � .Z=pZ/s:

Let M D KŒU.S/
1
p �. This is the Kummer extension corresponding to the group

U.S/ �K�p=K�p ' U.S/=U.S/ \K�p D U.S/=U.S/p � .Z=pZ/s:

We therefore have extensions

M
pt

� L
pr

� K; r C t D s:

LEMMA 6.2 There exists a finite set of primes T of K, disjoint from S , such that

f.pv;M=K/ j v 2 T g

is a basis for Gal.M=L/ (regarded as an Fp-vector space).

PROOF. Note S contains all primes of K ramified in M (by A.5). Therefore, for a prime
w of M lying over a prime v not in S , the extension Mw=Kv is unramified, and hence
is cyclic of exponent p. Therefore, it is either cyclic of order p or it is trivial. Thus, if
Mw ¤ Lw , then Lw D Kv (here I’m using w both for the prime of M and the prime of L
it divides).

According to (4.7), there exists a finite set T 0 of primes of M , none dividing a prime
in S , such that the Frobenius elements .pw ;M=L/ for w 2 T 0 generate Gal.M=L/. After
replacing T 0 with a subset (if necessary), we may suppose that these Frobenius elements
form a basis for Gal.M=L/. Let w 2 T 0 divide the prime wL of L and the prime wK ofK.
Because Mw ¤ LwL , we have LwL D KwK , and therefore .pw ;M=L/ D .pw ;M=K/.
Thus T D fwK j w 2 T 0g has the required property. 2
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Note that the order of T is t , where pt D ŒM W L�, and that if w is a prime of M such
that wjv 2 T , then Lw D Kv.

LEMMA 6.3 With the above notation, an element a 2 U.S/ becomes a pth power in L if
and only if it becomes a pth power in Kv for all v 2 T .

PROOF. H) : Let a 2 U.S/. If a becomes pth power in L, then it becomes a pth power
in L�w for all w. But if wjv 2 T , then Lw D Kv, and so it becomes a pth power in Kv.

(H : Let a 2 U.S/. Then a
1
p 2 M . If a

1
p 2 Kv for all v 2 T , then a

1
p is fixed by

.pv;M=K/ for all v 2 T , and hence by Gal.M=L/. Thus, a
1
p lies in L, and so a 2 Lp. 2

LEMMA 6.4 The subgroup

E D
Y
v2S

K�pv �
Y
v2T

K�v �
Y

v…S[T

Uv

of IK is contained in NmL=K.IL/.

PROOF. Let a D .av/ 2 E. We have to show that each component av of a is a norm.
v 2 S : From local class field theory, we know that

K�v =NmL
�
w

'
�! Gal.Lw=Kv/:

Because the second group is killed by p, so also must be the first group, which means that
K
�p
v � NmL�w .
v 2 T : Here Lw D Kv, and so every element of Kv is a norm from Lw .
v … S [ T : Because Lw is unramified over Kv, the norm map Uw ! Uv is surjective

(see III, 1.2) 2

Now
.CK W NmCL/ D .IK W K� �Nm IL/;

which divides .IK W K�E/; and so it remains to show that

.IK W K�E/jpr :

But IK D K� � IS D K� � ISST , and so

.IK W K�E/ D .K�IS[T W K�E/:

LEMMA 6.5 LetA,B , andC be subgroups of some abelian group, and assume thatA � B .
Then

.AC W BC/.A \ C W B \ C/ D .A W B/

in the sense that, if two of the indexes are finite, so is the third, and the equality holds.

PROOF. In the following commutative diagram, the columns and the top two rows are ob-
viously exact, and it follows (from the snake lemma for example) that the bottom row is
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exact. This implies the statement.

0 0 0

0 B \ C B BC=C 0

0 A \ C A AC=C 0

0 A \ C=B \ C A=B AC=BC 0

0 0 0 2

On applying the lemma with A D IS[T , B D E, and C D K� we find that

.IK W K�E/ D
.IS[T W E/

.U.S [ T / W K� \E/
:

LEMMA 6.6 With the above notation:

.IS[T W E/ D p2s:

LEMMA 6.7 With the above notation:

.U.S [ T / W K� \E/ D psCt :

Since r C t D s, this will prove the boxed formula.

PROOF (OF 6.6) Obviously .IS[T W E/ D
Q
v2S .K

�
v W K

�p
v /. Since there are s primes in

S and K contains p distinct pth roots of 1, the next proposition shows that

.IS[T W E/ D
p2sQ
v2S jpjv

:

By assumption, S contains all the primes for which jpjv ¤ 1, and soY
v2S

jpjv D
Y
all v

jpjv ;

which equals 1 by the product formula. 2

PROPOSITION 6.8 Let K be a local field of characteristic zero, and let �n be the group of
nth roots of 1 in K�. Then

.K� W K�n/ D n
j�nj

jnj
:

If K is nonarchimedean and U is the group of units in K, then

.U W U n/ D
j�nj

jnj
:
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PROOF. IfK D C, the first equation becomes 1 D n n
n2

, and ifK D R, it becomes 1 D n1
n

when n is odd and 2 D n2
n

when n is even. If K is nonarchimedean, K� � U � Z, and so

.K� W K�n/ D .U W U n/.Z W nZ/ D .U W U n/n:

Therefore, it remains to prove the second equation.
For an abelian group M , we write

hn.M/ D .M W nM/=.Mn W 1/; Mn D fx 2M j nx D 0g:

Then hn.M/ is the Herbrand quotient ofM regarded as a Z=nZ-module with trivial action,
and so we may apply the results in II, �2.

As we saw in the proof of (III, 2.4), the exponential map defines an isomorphism from
a subgroup of finite index in OK onto a subgroup of finite index in U . Therefore

hn.U / D hn.OK/ D .OK W nOK/
def
D jnj�1:

Hence

.U W U n/ D
.Un W 1/

jnj
:

As Un D �n, this proves the second equation. 2

PROOF (OF 6.7) Clearly K� \ E � U.S [ T /p. It follows from the unit theorem (as
before) that .U.S [ T / W U.S [ T /p/ D psCt , and so it remains to prove that

K� \E � U.S [ T /p:

This is accomplished by the next two lemmas (the first shows that the second may be applied
to prove the inclusion). 2

LEMMA 6.9 With the above hypotheses, the obvious map

U.S/!
Y
v2T

Uv=U
p
v

is surjective.

PROOF. LetH be the kernel of the map. To prove that the map is surjective, we shall show
that

.U.S/ W H/ D
Y
v2T

.Uv W U
p
v /:

Because T is disjoint from S , jpjv D 1 for all v 2 T , and so (6.8) shows that the right hand
side is pt . On the other hand, by Lemma 6.3, H D U.S/ \ L�p, and so

U.S/=H D U.S/=U.S/ \ L�p ' U.S/ � L�p=L�p:

This last group corresponds by Kummer theory (see A.3) to the extension M=L, and hence
has order ŒM W L� D pt . 2
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PROPOSITION 6.10 LetK be a number field containing a primitive nth root of 1. Let S be
a set primes containing the infinite primes, the divisors of n, and a set of representatives of
the ideal class group of K. Let T be a set of primes disjoint from S and such that

U.S/!
Y
v2T

Uv=U
n
v

is surjective. Suppose that b 2 K� is an nth power in Kv for all v 2 S and a unit outside
S [ T . Then b 2 K�n.

PROOF. Let L D KŒb
1
n �—we have to show that L D K. Put

D D
Y
v2S

K�v �
Y
v2T

U nv �
Y

v…S[T

Uv:

By Lemma 4.5, in order to show that L D K, it suffices to shows that

(a) D � NmL=K IL, and

(b) D �K� D IK .

(a) Let d D .dv/ 2 D. We have to check that dv is a norm from KvŒb
1
n � for all v.

v 2 S : In this case KvŒb
1
n � D Kv, and so every element of Kv is a norm.

v 2 T : By local class field theory, the index .K�v W NmKvŒb
1
n ��/ is equal to the degree

ŒKvŒb
1
n � W Kv�, which divides n. Hence every nth power in Kv is a norm.

v … S[T : Because nb is a unit at v, the fieldKvŒb
1
n � is unramified overKv, and hence

every unit is a norm.
(b) Obviously IS=D D

Q
v2T Uv=U

n
v , and by hypothesis U.S/ !

Q
v2T Uv=U

n
v is

surjective. Hence IS D D � U.S/, and therefore

IK D IS �K� D D � U.S/ �K� D D �K�: 2

This completes the proof of Theorem 5.1 (the Second Inequality).

7 Application to the Brauer Group

We letH 2.L=K/ D H 2.Gal.L=K/;L�/ andH 2.=K/ D H 2.Gal.Kal=K/;Kal�/. Those
who have read Chapter IV will recognize that H 2.L=K/ ' Br.L=K/ and H 2.=K/ D

Br.K/.

THEOREM 7.1 For every Galois extension L=K of number fields (possibly infinite), the
canonical map

H 2.L=K/!
M

v
H 2.Lv=Kv/

is injective.

PROOF. Assume initially that L=K is a finite Galois extension with Galois group G. Be-
cause H 1.G;CL/ D 0, the cohomology sequence of

0! L� ! IL ! CL ! 0

is
0! H 2.G;L�/! H 2.G; IL/! � � � :
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But
H 2.G;L�/ D H 2.L=K/

and (see 2.5)
H 2.G; IL/ D

M
H 2.Gv; Lv�/ D

M
H 2.Lv=Kv/;

and so this proves the theorem in this case. To obtain the theorem for an infinite extension,
pass to the limit over the finite Galois subextensions. 2

An extension L=K of fields is said to be cyclotomic if L � KŒ�� for some root � of 1.
The next proposition will play a role in the proof of the global reciprocity law

PROPOSITION 7.2 For every ˇ 2 H 2.=K/, there exists a cyclic cyclotomic extension L
of K such that ˇ maps to zero in H 2.=L/.

PROOF. The theorem shows that ˇ is determined by its images in H 2.Kv/, and hence by
the invariants invv.ˇv/ 2 Q=Z (see Theorem 2.1, Chapter III). For every finite extension
L of K and prime wjv of L, invw.ˇjL/ D ŒLw W Kv� � invv.ˇ/ (ibid.), and so we have to
find a cyclic cyclotomic extension L=K such that

ŒLv W Kv� � invv.ˇv/ D 0 mod Z

for all v. Note that, because H 2.L=K/ŠŠH 2. =K/ maps into the direct sum of the local
groups, invv.ˇv/ D 0 for almost all v. Hence there exists an integer m > 0 such that
m invv.ˇv/ D 0 for all v. The existence of an L with the correct properties is ensured by
the next lemma. 2

LEMMA 7.3 Given a number field K, a finite set S of finite primes of K, and an integer
m > 0, there exists a totally complex cyclic cyclotomic extension L ofK such thatmjŒLv W
Kv� for all v 2 S .

PROOF. It suffices to prove this for Q and m � ŒK W Q�. Hence we can simply assume
K D Q.

Let l be a prime, and let � be a primitive lr th root of 1with r > 2. Then Gal.QŒ��=Q/ '
.Z=lrZ/�, and

.Z=lrZ/� �
�
� � C.lr�1/ l odd
� � C.2r�2/ l D 2

where � is of order l � 1 and 2 in the two cases and C.t/ denotes a cyclic group of order
t (Serre 1970, II, 3.2). Therefore L.lr/ def

D QŒ��� is a cyclic cyclotomic extension of Q of
degree lr�2 or lr�3.

Next consider QpŒ��. If p D l , then QŒ�� is totally ramified over p, and so ŒQpŒ�� W
Qp� D ŒQŒ�� W Q� D '.lr/. If p ¤ l , then QŒ�� is totally unramified over p, and ŒQpŒ�� W
Qp� is the smallest integer t such that lr jpt �1. In either case, we see that ŒQpŒ�� W Qp�!
1 as r !1. Thus, for every p, ŒL.lr/p W Qp� is a power of l that tends to1 as r tends
to1.

A product of cyclic groups of distinct prime power orders is again cyclic. Therefore,
for distinct primes l1; : : : ; ls , L D L.l

r1
1 / � � �L.l

rs
s / will be cyclic, and clearly, by choosing

l
r1
1 : : : l

rs
s to be sufficiently large, we can ensure that the local degrees mjŒLp W Qp� are

divisible by m for all p 2 S . 2

In more concrete terms, the two results say that:
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If a central simple algebra overK splits overKv for all v, then it splits overK.

and

Every central simple algebra over K splits over a cyclic cyclotomic extension
of K.

8 Completion of the Proof of the Reciprocity Law

Recall that, for a finite abelian extension L=K of number fields with Galois group G, we
have defined a homomorphism �L=K W IK ! G such that �L=K.a/ D

Q
v �v.av/.

THEOREM 8.1 (a) Let L=K be a finite abelian extension of number fields. Then �L=K
takes the value 1 on the principal idèles K� � IK .

(b) Let L=K be a finite Galois extension of number fields. Then
P

invv.˛/ D 0 for all
˛ 2 H 2.L=K/.

Before proving this theorem, we explain why (a) implies the Reciprocity Law for L=K.
Statement (a) says that �L=K W IK ! Gal.L=K/ contains K� in its kernel. We know
already that it contains NmL=K.IL/ in its kernel4, and therefore it defines a homomorphism

IK=K� �NmL=K IL ! Gal.L=K/ .�/:

For any finite prime v of K unramified in L, �L=K maps the idèle with a prime element in
v-position to the Frobenius element .pv; L=K/, and so (4.7) shows that �L=K is surjective.
On the other hand, the Second Inequality (5.1) states that

.IK W K� �NmL=K IL/ � ŒL W K�

and so the homomorphism .�/ is an isomorphism.

EXAMPLE 8.2 We verify (8.1a) for the extension QŒ�m�=Q, where �m a primitivemth root
of 1. We identify Gal.QŒ�m�=Q/ with .Z=mZ/�. Thus, for n an integer relatively prime
to m, Œn� denotes the automorphism of QŒ�m� sending �m to �nm. It suffices to show that
�.a/jQŒ�lr � D 1 for all l jm. Thus, we may assume that m D lr , m ¤ 2:

The homomorphism �1 W R�=Nm.C�/ ! Gal.QŒ�m�=Q/ sends any negative real
number to complex conjugation. Therefore �1.a/ D Œsign.a/�.

Let a D ups 2 Q�p . If p ¤ l , then p is unramified in QŒ�m�, and �p.a/ acts as the sth
power of the Frobenius at p:

�p.up
s/ D Œps�:

The prime l is totally ramified in QŒ�m� and

�l.a/ D Œu
�1�

(see I, 3.13).5

4Because this is true locally.
5As Catherine O’Neil pointed out to me, here I’m making use of a result from I �3, contrary to my promise

that ��2–4 of Chapter I can be skipped. However, it is possible to prove (a) of Theorem 8.1 in an elementary
fashion for the cyclotomic extensions of Q. For example, use the diagram in V, 5.10, to define �Q, and then
verify that its local components are correct. This will be clarified in a future version. (See also Remark 8.3.)
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It suffices to show that �.a/ D 1 in the three cases: a D �1, a D l , a D a prime q ¤ l .
We have:

�p.�1/ D

8<:
Œ�1� if p D1

Œ�1� if p D l

Œ1� if p ¤ l;1:

�p.l/ D

�
Œ1� if p D l

Œ1� if p ¤ l

�p.q/ D

8<:
Œq� if p D q

Œq�1� if p D l

Œ1� if p ¤ l; q:

In each case,
Q
�p.a/ D 1.

REMARK 8.3 In Example V 4.10, we showed that the homomorphism � W IQ ! Gal.QŒ�m�=Q/
attached to the Artin map � W C1.m/ ! Gal.QŒ�m�=Q/ has local components equal to the
local Artin maps. Since, by definition, �.Q�/ D 1, this gives an alternative proof of (8.1a)
in the case QŒ�m�=Q.

LEMMA 8.4 (a) If 8.1(a) holds for L=K, then it holds for every subextension.

(b) If 8.1(a) holds for L=K, then it holds for L �K 0=K 0 for every number field K 0 � K.

PROOF. (a) Suppose L � K 0 � K. Then �K0=K is the composite of �L=K and the restric-
tion map Gal.L=K/! Gal.K 0=K/ (because this is true for the local Artin maps).

(b) Let L0 D L �K 0. For each prime w of K 0, we have a commutative diagram

K 0�w Gal.L0w=K 0w/

K�v Gal.Lv=Kv/:

�w

Nm

�v

On combining them, we get a commutative diagram:

IK0 Gal.L0=K 0/

IK Gal.L=K/:

�L0=K0

Nm

�L=K

Because the norm map on idèles maps K 0� into K�, we see that this lemma follows from
earlier results. 2

From the Example 8.2 and Lemma 8.4, we find that (8.1a) holds for all cyclotomic
extensions6 of a number field K.

We next need to relate the two statements in Theorem 8.1.

LEMMA 8.5 Let L=K be an abelian extension of number fields. If (8.1b) holds for L=K,
then so also does (8.1a). Conversely, if L=K is cyclic and (8.1a) holds for L=K, then so
also does (8.1b).

6An extension L=K is said to be cyclotomic if L � KŒ�� for some root � of 1.
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PROOF. Let � 2 Hom.G;Q=Z/. We can regard � as an element ofH 1.G;Q=Z/, and then
its image under the boundary map arising from the sequence

0! Z! Q! Q=Z! 0

is an element ı� 2 H 2.G;Z/. Consider the diagram,

K� IK G

H 2.G;L�/ H 2.G; IL/ Q=Z:

[ı�

�L=K

[ı� �

The first two vertical arrows are cup-product by ı�: if ı� is represented by the 2-cocycle
n�;� then the image of x is represented by the 2-cocycle �; � 7! xn�;� . Clearly, the left-
hand square commutes. The right-hand vertical map is � itself. That the right hand square
commutes follows from (III, 3.6). Now assume 8.1b is true for L=K. Then �.�L=K.a// D
0 for all characters � of G, and so �L=K.a/ itself is zero. Conversely, when G is cyclic, we
can choose � to be injective, and then 8.1a implies 8.1b since [ı� is then an isomorphism
(II, 3.5). 2

Since we know 8.1a for cyclotomic extensions, it follows that we know 8.1b for cyclic
cyclotomic extensions. Moreover, we will have proved the whole theorem once we have
proved (b) of the theorem. Thus, the next result completes the proof of the theorem

LEMMA 8.6 If (8.1b) is true for cyclic cyclotomic extensions, then it is true for all finite
Galois extensions.

PROOF. Let ˇ 2 H 2. =K/. We are given that, if ˇ 2 H 2.L=K/ for some cyclic cyclo-
tomic extension L=K, then

P
invv.ˇ/ D 0, where ˇv is the image of ˇ in H 2.Kv/, but

Proposition 7.2 says that every ˇ in H 2.K/ lies in H 2.L=K/ for some cyclic cyclotomic
extension L=K.

[Mention that we are using the inflation-restriction sequence

0! H 2.Gal.L=K/;L�/! H 2.GK ; NK
�/! H 2.GL; NL

�/;

and that ˇ as above is in the middle group and vanishes in the right-hand group.] 2

9 The Existence Theorem

In this section we prove the Existence Theorem: every open subgroup of finite index in the
idèle class group is a norm group. A large part of the proof can be extracted from Section
6. However, at the cost of some repetition, I give a proof independent of Section 6 (except
for some elementary statements).

LEMMA 9.1 If U is a norm group, and V � U , then V also is a norm group.

PROOF. Suppose U D NmCL. According to the Reciprocity Law, the Artin map defines
an isomorphism

� W CK=U ! Gal.L=K/:
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If M is the fixed field of �.V /, then � defines an isomorphism

CK=V ! Gal.M=K/;

but, according to the Reciprocity Law, the kernel of � W CK ! Gal.M=K/ is NmM=K CM .2

It is obvious from its factorization into primes, that a rational number a is an nth power
if and only if it is an nth power in R and in Qp for all primes pja. The proof of the
analogous statement for number fields requires the Reciprocity Law (or complex analysis).

PROPOSITION 9.2 Let K be a number field containing a primitive nth root of 1, and let
S � S1 be a finite set of primes of K containing all those dividing n and enough primes
to generate the class group of K. Any a 2 K� such that

˘ a is an nth power in Kv for all v 2 S ;

˘ a is a unit in Kv for all v … S .

is an nth power in K.

PROOF. 7 Let L D KŒa1=n�—because �n 2 K, this is an abelian extension ofK. For every
prime v 2 S , Xn � a splits completely in KvŒX�, and so Lw D Kv for all wjv. Hence
the norm map L�w ! K�v is onto. On the other hand, L is unramified over K at any prime
v … S , and so the norm map NmL=K W Uw ! Uv is onto. Therefore, NmL=K.IL/ � IS ,
and so

K� �NmL=K.IL/ � K� � IS D IK :

The Reciprocity Law now shows that L D K, and so a is an nth power in K. 2

LEMMA 9.3 (KEY CASE OF THE EXISTENCE THEOREM) Let K be a number field con-
taining a primitive pth root of 1 (p prime). Then every open subgroup V of CK such that
CK=V is a finite group killed by p is a norm group.

PROOF. Let S � S1 be a finite set of primes of K containing the infinite primes, those
dividing p, and enough primes so that IK D K� � IS . Let L be the extension of K corre-
sponding by Kummer theory to the group U.S/ �K�p, i.e., L D KŒU.S/

1
p �, and let

E D
Y
v2S

K�pv �
Y
v…S

Uv:

We shall prove that K� �E D K� �Nm.IL/ by verifying that

(a) E � Nm.IL/;
(b) .IK W K� �E/ D ps D .IK W K� �NmL=K.IL//.

For any prime v of K and prime w of L lying over it, the local Artin map is an isomor-
phism

K�v =Nm.L
�
w/! Gal.Lw=Kv/:

Because L=K is has exponent p, Nm.L�w/ � K
�p
v .

7From Wojtek Wawrów: Since L D K in the proof is cyclic, it appears that the proof only uses the First
Inequality (specifically Lemma 4.5), not the full Reciprocity Law. Regardless, it appears that this Proposition
is not used anywhere.
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For any prime v … S , L is unramified over K and v, and so the norm map Uw ! Uv is
onto.

On combining the statements in the last two paragraphs, we obtain (a).
From the Reciprocity Law,

.IK W K� �Nm.IL// D ŒL W K�;

and from Kummer theory,

ŒL W K� D .U.S/ �K�p W K�p/:

But
U.S/ �K�p=K�p � U.S/=U.S/ \K�p:

If ap 2 U.S/, then a 2 U.S/, and so U.S/ \K�p D U.S/p. Now, by the Dirichlet Unit
Theorem (ANT, 5.9),

U.S/ � U.S/ torsion ˚ Zs�1;

and U.S/ torsion is the group of roots of 1 in K, which is a cyclic group whose order is
divisible by p. Hence .U.S/ W U.S/p/ D ps .

On the other hand,

.IK W K� �E/ D .IS �K� W E �K�/;

which, by (6.5), equals
.IS W E/=.IS \K� W E \K�/:

Therefore (see 6.8),

.IS W E/ D
Y
v2S

.K�v W K
�p
v / D

Y
v2S

p

jpjv
p D p2s:

Here, we have used that K contains a primitive p th root of 1 and that S contains all v for
which jpjv ¤ 1, and so

Q
v2S jpjv D

Q
all v jpjv D 1 by the product formula. It follows

that K� �E D K� �Nm IL.
Now let V be an open subgroup of CK such that CK=V is killed by p, and let U be the

inverse image of V in IK . Then U is open in IK and so there is a finite set of primes S such
that U �

Q
v2S 1 �

Q
v…S Uv. Moreover, IK=U has exponent p, and so U � IpK . Hence

U � E �K�, and because E �K�=K� is a norm group, so also must be U=K� D V . 2

For simplicity, in the proof of the next lemma, we assume the Norm Limitation The-
orem, which is not proved until the next chapter. For a proof avoiding that theorem, see
p. 202 of Tate’s article in Cassels and Fröhlich 1967, 1967.

LEMMA 9.4 Let U be an open subgroup of finite index in CK . If there exists a finite
extension K 0=K such that Nm�1K0=K.U / is a norm group, then so also is U .

PROOF. WriteU 0 for Nm�1K0=K.U /, and letL be the abelian extension ofK 0 with NmCL D

U 0. If M is the maximum abelian subextension of L=K, then we have

NmM=K CM D NmL=K CL D NmK0=K U
0
� U

and we can apply Lemma 9.1. 2
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THEOREM 9.5 Every subgroup U of finite index in CK is a norm group.

PROOF. We prove this by induction on the index of U . If the index is 1, then there is
nothing to prove. Otherwise, there exists a prime p dividing .CK W U/. After (9.4) we
may assume that K contains a pth root of 1. Choose a subgroup U1 of CK containing U
and of index p in CK . After (9.3), there exists an abelian extension K 0 of K such that
NmK0=K CK0 D U1; moreover K 0 is cyclic of degree p over K. Put U 0 D Nm�1K0=K U .
The map

NmK0=K W CK0 ! CK=U

has image U1=U and kernel U 0. Hence

.CK0 W U
0/ D .CK W U/=p

and so, by induction, U 0 is a norm group. Now we can apply (9.4) to deduce that U is a
norm group. 2

A Appendix: Kummer theory

Throughout this subsection,K is a field containing a primitive nth root of 1, �. In particular,
K either has characteristic 0 or characteristic p not dividing n. Write �n for the group of
nth roots of 1 in K. Then �n is a cyclic subgroup of K� of order n with generator �.

PROPOSITION A.1 Let L D KŒ˛�, where ˛n 2 K and no smaller power of ˛ is in K.
Then L is a Galois extension of K with cyclic Galois group of order n. Conversely, if L is
cyclic extension of K of degree n, then L D KŒ˛� for some ˛ with ˛n 2 K.

PROOF. See FT 5.26. 2

PROPOSITION A.2 Two cyclic extensions KŒa
1
n � and KŒb

1
n � of K of degree n are equal if

and only if a D brcn for some r 2 Z relatively prime to n and some c 2 K�, i.e., if and
only if a and b generate the same subgroup of K�=K�n.

PROOF. See FT 5.28. 2

The last two results give us a complete classification of the cyclic extensions of K of
degree n when K contains a primitive nth root of 1. It is not difficult to extend this to a
classification of all abelian extensions of exponent n.

THEOREM A.3 The map
L 7! K� \ L�n=K�n

defines a one-to-one correspondence between the finite abelian extensions ofK of exponent
n contained in some fixed algebraic closure˝ ofK and the finite subgroupsB ofK�=K�n.
The extension corresponding to B is KŒB

1
n �, the smallest subfield of ˝ containing K and

an nth root of each element of B . If L$ B , then ŒL W K� D .B W K�n/.

PROOF. See FT 5.29. 2
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EXAMPLE A.4 (a) The quadratic extensions of R are in one-to-one correspondence with
the subgroups of R�=R�2 D f˙1g.

(b) The finite abelian extensions of Q of exponent 2 are in one-to-one correspondence
with the finite subgroups of

Q�=Q�2 � f˙1g � Z=2Z � Z=2Z � � � �

(copies of Z=2Z indexed by the prime numbers).

After this review of algebra, we return to some number theory.

PROPOSITION A.5 Let K be a number field, and let L D KŒa
1
n

1 ; � � � ; a
1
n
m�. Then L is

unramified at a finite prime v of K if nai is a unit in Kv for all i .

PROOF. We need only consider a cyclic extension KŒa
1
n �, which (see A.1) we can assume

to have degree n. Let ˛ D a
1
n and f D Xn � a. Then

discf D ˙NmL=K f
0.˛/ D ˙NmL=K n˛

n�1
D ˙nnan�1:

Thus if pv does not divide na, it does not divide discf , and, a fortiori, it does not divide
disc.OL=OK/. (See ANT, Chapter 2.) 2

REMARK A.6 Determining the ramification in KŒa
1
n �=K at prime p dividing n can be

quite complicated. The following summarizes what happens when n D p, a prime, and
K contains a primitive pth root � of 1. Let � D � � 1, and let a 2 K� be relatively prime
to p and not a pth power in K.

(a) A prime pjp splits completely in the extension KŒa
1
p �=K if and only if Xp � a

mod p�p has a nonzero solution in OK (a is then said to be hyperprimary at p).

(b) A prime pjp is unramified in the extension KŒa
1
p �=K if and only if Xp � a

mod p� has a nonzero solution in OK (a is then said to be primary at p).

(c) The extension KŒa
1
p �=K is unramified at all finite primes of K if and only if a is

primary and .a/ D ap for some ideal a.

For hints of proofs of these statements, see Washington 1997, Exercise 9.3, and Cassels
and Fröhlich 1967, Exercise 2.12, p. 353. In the case K D QŒ��, see also Cassels 1986, pp
139–140, and Fröhlich and Taylor 1991, III, 3.11.





Chapter VIII

Complements

In this Chapter, we add some complements to the theory of class fields, and we give some
applications. In particular, we extend the results proved in Serre 1970, Chapters I–IV, VI,
to arbitrary number fields.

1 When are local nth powers global nth powers?

Obviously, if an element a of a number fieldK is an nth power inK, then it is an nth power
in Kv for all primes v of K. In this section, we investigate whether there is a converse.

THEOREM 1.1 Let K be a number field containing a primitive nth root of 1. A nonzero
element of K is an nth power in K if it is an nth power in Kv for all but possibly finitely
many primes v.

PROOF. Recall that, for a field k containing a primitive nth root of 1, a polynomial Xn � a
splits completely in kŒX� if it has a root k. Let a be a nonzero element of K, and let ˇ be
an nth root of a in some extension field. If a is an nth power in Kv for almost all v, then
Xn � a splits completely in KvŒX� for almost all v, and so v splits completely in KŒˇ�.
Since this holds for almost all v, (VII, 4.6) shows that KŒˇ� D K. 2

REMARK 1.2 If we use (VI, 3.4) rather than (VII, 4.6), we obtain the stronger result: under
the hypothesis of the theorem, a nonzero element of K is an nth power in K if it becomes
an nth power in Kv for a set of primes v of density > 1=2.

One may hope that the theorem is true even when K doesn’t contain a primitive nth
root of 1, but the following exercise shows that it isn’t, even for K D Q and n D 8.

EXERCISE 1.3 Show that 16 is an 8th power in R and Qp for all odd p, but (as the ancient
Greeks knew) not in Q. (Hint: Show that QŒ�8� D QŒi;

p
2� is unramified at all odd p, and

deduce that, for p odd, Qp contains at least one of 1C i ,
p
2, or
p
�2.)

The field QŒ�8� is not cyclic over Q, and so the exercise doesn’t contradict the following
theorem.

THEOREM 1.4 Let K be a number field, and let n be an integer such that KŒ�2t � is cyclic
over K, where 2t is the power of 2 dividing n. A nonzero element of K is an nth power in
K if it is an nth power in Kv for all but possibly finitely many primes v.

229
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PROOF. STEP 1. It suffices to prove the theorem with n a prime power. Suppose n D n1n2
with n1 and n2 relatively prime, and assume that the theorem holds for n1 and n2. Then
a nonzero element a of K that is an nth power in Kv for almost all v is both an n1th and
an n2th power in K, say, a D bn1 , a D cn2 . Now, there exist integers r and s such that
rn1 C sn2 D 1, and so

a D arn1asn2 D crn1n2bsn1n2 2 K�n:

STEP 2. The theorem is true if n is a power of a prime p and KŒ�n�=K is a cyclic
extension of p-power order. Let K 0 D KŒ�n�, and let a be a nonzero element of K that
becomes an nth power inKv for almost all v. According to Theorem 1.1, a becomes an nth
power in K 0, say, a D ˇn, and so

Xn � a D

n�1Y
jD0

.X � ˇ�jn / in K 0ŒX�:

Let
Xn � a D

Y
i

fi .X/

be the decomposition of Xn � a into irreducible factors in KŒX�. For each i , choose a root
ˇi D ˇ�

j.i/
n of fi .X/. Then KŒˇi � � K 0, and so KŒˇi � is an abelian extension of K —

in particular, it is Galois over K, and so is the splitting field of fi .X/. Let v be a prime
of K such that a is an nth power in Kv. By hypothesis, Xn � a has a root in Kv, and
hence at least one of the fi .X/ has a root in Kv. For that particular i , v splits completely
in KŒˇi �. Thus we see that every v not in S splits completely in at least one of the fields
KŒˇi �, but different v may split in different fields, and so we can conclude nothing from
this. To see that all the v split in a single KŒˇi � we have to use the hypothesis that K 0 is
cyclic of prime power order overK. This hypothesis implies that the intermediate fields are
linearly ordered:

K 0 � � � � � K3 � K2 � K1 � K:

Choose i0 so that KŒˇi0 � is the smallest of the KŒˇi �. Then every v … S splits completely
in a field containing KŒˇi0 �, and hence in KŒˇi0 �. Thus KŒˇi0 � D K, and Xn � a has at
least one root in K.

STEP 3. The theorem is true. After Step 1, we may assume n D pr , and after Step 2,
that p is odd. Suppose that a is an nth power in Kv for almost all v: Because KŒ�pr � is
cyclic of p-power order over KŒ�p�, Step 3 shows that a becomes an nth power in KŒ�p�,
say, a D bn. On taking norms, we find that ad is an nth power in K�, where d D ŒKŒ�p� W
K� < p. But d is relatively prime to p, and so this implies that a is an nth power in K�

(we know that ad D 1 in K�=K�p
r

, and this implies that a D 1 in K�=K�p
r

). 2

REMARK 1.5 (a) For a finite set S of primes ofK and an integer n, letP.n; S/ be the group
of all a 2 K� such that a 2 K�nv for all v … S . On analysing the 2t case further, one finds
that either P.n; S/ D K�n or there exists an a0 2 K� such that P.n; S/ D K�nta0K�n.
For example, for K D Q, P.8; S/ D Q�8 t 16Q�8 (Artin and Tate 1961, p. 96; p. 75 in
the 2009 edition). Note that P.n; S/=K�n is the group making

0! P.n; S/=K�n ! K�=K�n ! IK=InK ! CK=C
n
K ! 0

exact.
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(b) The fact that the statement of the theorem doesn’t hold for all K;S; n can be re-
garded as a pathology of small number fields. For example, if

p
�1 2 K, then KŒ�2t � is

cyclic over K.
(c) The key step in the proof is Step 2, and is a little subtle. This is where Whaples

went astray in his proof of Grunwald’s “theorem” — he let a
1
n denote a root of Xn�a, and

forgot that the different roots may have quite different properties relative to K (e.g., their
minimal polynomials are the fi which may even have different degrees). Artin and Tate
explicitly warn against trying to shorten the above argument.

2 The Grunwald-Wang Theorem

Class field theory “solves” all questions about abelian extensions by translating them into
questions about open subgroups of finite index in the idèle class group. Unfortunately,
questions about open subgroups of finite index in the idèle class group can also be difficult.
In this section, we consider the following question.

QUESTION 2.1 Let K be an algebraic number field, and suppose that, for each prime v in
a finite set S , we are given a finite cyclic extensionKv ofKv of degree nv. Does there exist
a finite cyclic extension L=K of degree n D lcm.nv/ such that Lv � Kv? (This condition
means that there exists a prime w of L dividing v and a Kv-isomorphism Lw ! Kv.)

The next example shows that the answer is not always yes, but, nevertheless, we shall
see that it is usually yes.

EXAMPLE 2.2 Let Q2 be the unramified extension of Q2 of degree 8. It is easy to construct
extensions L of Q of degree 8 such that .2/ remains prime in L, and hence such that Lw �
K for the unique wj2 — take L D QŒX�=.g.X//, where g.X/ is any monic polynomial
of degree 8 in ZŒX� that is irreducible modulo 2. However, I claim that it is impossible to
construct a cyclic such extension . More precisely:

Let L be a cyclic extension of Q of degree 8; then it is not possible for .2/ to
remain prime in L.

This follows from the three statements:

(i) 16 is an 8th power in Qp for all p ¤ 2 (including p D1/, but not in Q2:
(ii) Let L=Q be a finite abelian extension; if a 2 Q becomes a norm in Qp for all but one

p, then it is a norm for all p.

(iii) 16 is not a norm from Q2.

Let L be a cyclic extension of Q of degree 8. As the degree of Lv over Qp divides 8, (i)
shows that 16 becomes a norm in Qp for all p ¤ 2. According to (ii), this implies that 16
is a norm in Q2. Now (iii) shows that L2 is not isomorphic to Q2.

For the proof of statement (i), see Exercise 1.3 (and its solution). For (ii), consider the
diagram:

Q�p Gal.Lp=Qp/

Q� IQ Gal.L=Q/:

�p

�
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Here �p is the local Artin map into the decomposition group at a prime dividing p and � is
the global Artin map (we allow p D 1, in which case Qp D R). The diagram commutes
(this is how we defined the global Artin map). For every a 2 Q�, there is the product
formula Y

pD2;3;5;:::;1

�p.a/ D 1

(VII, Theorem 8.1). Now �p.a/ D 1 if and only if a becomes a norm in Qp, and so the
product formula implies (ii). For (iii), we use that, because Q2 is unramified over Q2, the
normalized ord on Q2 extends to the normalized ord on Q2. If 16 D Nm.˛/, then

4 D ord2.16/ D ord2.Nm.˛// D 8 ord2.˛/;

which is impossible.

I now briefly explain the positive results (Artin and Tate 1961, Chapters 9 and 10). Let
S be a finite set of primes of K. The composite of the mapsY

v2S

K�v ! IK ! CK

is injective, and it is continuous when we endow P def
D
Q
v2S K

�
v with the product topology.

When S contains more than one prime, the product topology doesn’t coincide with the
topology induced by CK (ibid. p. 98). Nevertheless, a subgroup of finite index in P is open
for one topology if and only if it is open for the other, and an open subgroup of P of finite
index is the intersection of P with an open subgroup of finite index in CK (ibid. p. 99).
Using the reciprocity laws, this implies the following.

THEOREM 2.3 For each v 2 S , let Nv be an open subgroup of finite index in K�v . Then
there exists an abelian extension L of K such that, for all v 2 S , Lv is the extension of Kv
corresponding (by local class field theory) to Nv.

A more careful analysis, proves the following (“character” means “continuous charac-
ter”).

THEOREM 2.4 (GRUNWALD-WANG) For each v 2 S , let �v be a character of K�v . There
exists a character � of CK whose restriction to K�v is �v, all v 2 S . Let nv be the order of
�v and n D lcm.nv/. Then it is possible to choose � to have order n, except possibly when
2t jn for some t with KŒ�2t � not cyclic over K.

PROOF. See Artin and Tate 1961, Chaper X, Theorem 5. Alternatively, it is possible to
prove a more precise version of the theorem by comparing the Poitou-Tate theorem for S
and for the set of all primes — see a future version of the notes. 2

Example 2.2 shows that the second statement may fail without the condition on n.

COROLLARY 2.5 For each v 2 S , let nv be a positive integer. If v is an infinite prime, then
nv must be a possible order for an extension of Kv. Then there exists a cyclic extension L
of K of degree n D lcm.nv/ such that the local degree is nv for all v 2 S .
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PROOF. For an infinite prime v 2 S , choose a character �v on K�v of order nv in the
only way possible; for a finite prime v 2 S not dividing 2, choose �v to be the canonical
character of order nv that is 1 on Uv; for v 2 S dividing 2, choose �v of order nv to
avoid the exceptional case in the theorem. See ibid. p. 105, Theorem 5 (this shouldn’t be
confused with the theorem1 of the same number on p. 103). 2

Application. LetD be a central division algebra of degree d2 over an algebraic number
fieldK, and let iv be the image of the class ofD˝KKv in Br.Kv/ under the invariant map
invv W Br.Kv/ ! Q=Z. Let iv D mv=nv mod Z, where mv and nv are relatively prime
integers and nv > 0.

Because Br.Kv/ ! Q=Z is injective (even an isomorphism if v is finite), the order of
the class of D ˝K Kv in Br.Kv/ is nv. Up to isomorphism, there is exactly one division
algebra Div over Kv with invariant iv D mv=nv, and its degree is n2v. Thus, D ˝K Kv �
M d

nv

.Dnv /. In particular, nvjd , and so njd .

Because Br.K/ !
L
v Br.Kv/ (sum over all v) is injective, the order of the class of

D in Br.K/ is n D lcm.nv/.
According to the corollary, there exists a cyclic extension L of K of degree n whose

local degrees are nv for each v for which iv … Z. Hence L splits D. From IV 3.6, we see
that there is a central simple algebra B over K such that

(a) B � L;

(b) B is similar to D, so that B �Mr.D/ for some r ; and

(c) ŒB W K� D ŒL W K�2.

From the last two statements, we see that r2d2 D n2. Since njd , it follows that in fact
r D 1 and n D d . We have shown:

THEOREM 2.6 For every division algebra over a number field K, the order of D in Br.K/
is
p
ŒD W K�, and D contains a cyclic extension of K as a maximal subfield (and hence is

split by it).

From the theorem and the Noether-Skolem Theorem, it is possible to deduce that D is
a cyclic algebra in the sense defined by Dickson on 1906, namely, that D is generated as a
K-algebra by the elements of L and a single element ˇ, with the relations

ˇ � ˛ D �˛ � ˇ; ˛ 2 L; and ˇd D 
;

where � generates Gal.L=K/ and 
 2 K�.
These are very famous results2, with many applications, for example in the theory of

abelian varieties. (See my notes AV, Theorem 16.8.)

1Serge Lang took the notes. In the 2009 edition it is correctly numbered Theorem 6.
2“The high points of the structure theory of algebras of the 1930’s were undoubtedly the theorem that every

finite dimensional central division algebra over a number field is cyclic, and the classification of these algebras
by a set of numerical invariants. The latter result amounts to the determination of the structure of the Brauer
group for a number field. Besides the general theory of central simple algebras we have indicated, the proofs
of these fundamental results required the structure theory of central simple algebras over p-adic fields due to
Hasse, Hasse’s norm theorem (“the Hasse principle”), and the Grünwald existence theorem for certain cyclic
extensions.... The first proof of the cyclic structure of central division algebras over number fields was given
by Brauer, Hasse, and Noether (1931).” Nathan Jacobson, Obituary for A.A. Albert, Bull. AMS, 80 (1974),
p.1081.
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NOTES In 1933, Grunwald proved Theorem 2.4 without the condition on n, and in 1942 Whaples
gave a second proof. In 1948, Wang found the counterexample provided by (1.3, 2.2), and corrected
the statement. In the fifteen years following 1933, Grunwald’s “Theorem” was quite widely used,
for example, to prove that every division algebra over a number field is cyclic. See Roquette 2005,
5.3.

In fact, as Brian Conrad pointed out to me, effectively, a counterexample to Grunwald’s theorem
was published in 1934, 14 years before Wang, but (apparently) no one, including the author, noticed.
Specifically, let a and n be integers; for a prime p not dividing an, a is an nth power in Qp if and
only if it is an nth power mod p. Trost (1934)3 proved by elementary means the following theorem:

if a is an nth power for almost all primes and 8 doesn’t divide n, then a is an nth
power; when 8 does divide n, then a is either an nth power or it is 2n=2 times an nth
power (and both occur).

For example, when n D 8, it is possible that 24a is an 8th power (and hence that a is not an 8th
power). This happens with a D 16. In other words, Trost already knew the statement (i) of Example
2.2 that leads by standard arguments to the counterexample to Grunwald’s theorem.

Incidentally, Olga Taussky reviewed Grunwald’s paper. Chevalley reviewed Whaples’s paper for
Mathematical Reviews, and even read it carefully enough to note that “some typographical errors
are to be guarded against in reading the proof of the fundamental lemma”, but not carefully enough
to note that the main result was false.

3 The local-global principle for norms and quadratic forms

The local-global (or Hasse) principle asks whether a statement is true over a number field
K whenever it is true over each of the completions of K. In this section, we give two cases
where class field theory allows us to prove that the principle holds.

Norms

THEOREM 3.1 (HASSE NORM THEOREM) LetL=K be a cyclic extension of number fields,
and let a 2 K�. Then the image of a in Kv is a norm from Lv for all but finitely many v,
and if it is a norm for all v, then it is a norm in K.

PROOF. According to Theorem VII, 5.1, H 1.G;CL/ D 0. Because of the periodicity of
the cohomology of cyclic groups, this implies that H�1T .G;CL/ D 0. Therefore, from the
cohomology sequence of

1! L� ! IL ! CL ! 0

we find that
H 0
T .G;L

�/! H 0
T .G; IL/

is injective. But (see VII 2.5), this is the map

K�=Nm.L�/!
M

v
K�v =Nm.L

v�/:
2

REMARK 3.2 The proof fails for noncyclic extension, and, in fact, the statement is not true
for noncyclic extensions. For example, 52 is a local norm from QŒ

p
13;
p
17� at all primes

but is not a global norm (see Cassels and Fröhlich 1967, Exercise 5.3, p. 360). Given a
noncyclic abelian group G, the following paper studies the density of the extensions with

3E. Trost, Zur Theorie der Potenzreste, Nieuw Arch. Wisk. 18 (1934), 58–61.
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group G for which the Hasse norm theorem holds: Frei, C.; Loughran, D.; Newton, R.:
The Hasse norm principle for Abelian extensions. Amer. J. Math. 140 (2018), no. 6,
1639–1685.

Quadratic Forms

Recall that a quadratic form on a vector space V over a field k is a map QWV ! k such
that

(a) Q.av/ D a2Q.v/;

(b) B.v;w/ def
D Q.v C w/ �Q.v/ �Q.w/ is a bilinear form on V .

The quadratic form Q is said to be nondegenerate if its associated bilinear form B is
nondegenerate.4 Let c 2 k. A nondegenerate quadratic form Q is said to represent c if
there exists a nonzero v 2 V such that Q.v/ D c.

LEMMA 3.3 If a nondegenerate quadratic formQ represents 0, then it represents all c 2 k.

PROOF. Note that, for t 2 k,

Q.tv C w/ D t2Q.v/C tB.v; w/CQ.w/:

If v0 is a nonzero vector such that Q.v0/ D 0, then, because B is nondegenerate, there
exists a vector w0 such that B.v0; w0/ ¤ 0. As t runs through all values of k, so also does
Q.tv0 C w0/ D tB.v0; w0/CQ.w0/. 2

When k has characteristic¤ 2, there exists a basis fe1; : : : ; eng for V such thatB.ei ; ej / D
0 for i ¤ j . Then

Q.
X

xiej / D

nX
iD1

aix
2
i ; n D dimV:

Henceforth, we shall write the quadratic form as

q.X1; : : : ; Xn/ D a1X
2
1 C � � � C anX

2
n ;

and keep in mind that an invertible change of variables will change none of our statements.

LEMMA 3.4 A nondegenerate quadratic form q.X1; : : : ; Xn/ represents a if and only if
r

def
D q � aY 2 represents 0.

PROOF. If q.x1; : : : ; xn/ D a, then r.x1; : : : ; xn; 1/ D 0. Conversely, suppose r.x1; : : : ; xn; y/ D
0. If y D 0, then q represents 0 and hence represents every element in k. If y ¤ 0, then
q.x1

y
; � � � ; xn

y
/ D q.x1; : : : ; xn/=y

2 D a. 2

THEOREM 3.5 Let q be a nondegenerate quadratic form in n variables with coefficients in
a number field K.

(a) If n � 3, then q represents 0 in Kv for all but finitely many v.

(b) The form q represents 0 in K if it represents 0 in Kv for all v.

Before beginning the proof, we note a consequence.

4When k has characteristic¤ 2, it is customary to set B.v;w/ D 1
2 .Q.v C w/ �Q.v/ �Q.w// :
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COROLLARY 3.6 Let c 2 K. A nondegenerate quadratic form q with coefficients in K
represents c in K if and only if it represents c in Kv for all v.

PROOF. Let r D q � cY 2. Then r represents 0 if and only if q represents c. 2

We begin the proof with a purely algebraic result.

PROPOSITION 3.7 Let k be a field of characteristic¤ 2.

(a) The form q D X2 does not represent 0.

(b) The form q D X2 � aY 2 represents 0 if and only if a is a square.

(c) The form q D X2� aY 2� bZ2 represents 0 if and only if b is a norm from the field
kŒ
p
a�.

(d) The form q D X2 � bY 2 � cZ2 C acT 2 represents 0 in k if and only if c, as an
element of kŒ

p
ab�, is a norm from kŒ

p
a;
p
b�.

PROOF. (a) This is obvious.
(b) According to Lemma 3.4, X2 � aY 2 represents 0 if and only if X2 represents a.
(c) According to 3.4, X2� aY 2� bZ2 represents 0 if and only if X2� aY 2 represents

b, i.e., if and only if b is a norm from kŒ
p
a�.

(d) Clearly,

q.x; y; z; t/ D 0 ” c D
Nm

kŒ
p
b�=k

.x C
p
by/

NmkŒ
p
a�=k.z C

p
at/

:

Because the inverse of a norm is also a norm, this shows that q represents zero if and only
if c is the product of norm from kŒ

p
a� and a norm from kŒ

p
b�. Thus (d) follows from the

next lemma. 2

LEMMA 3.8 Let k be a field of characteristic ¤ 2. An element c 2 k� is the product of a
norm from kŒ

p
a� and a norm from kŒ

p
b� if and only if, as an element of kŒ

p
ab�, it is a

norm from L D kŒ
p
a;
p
b�.

PROOF. We leave the degenerate cases, in which one of a, b, or ab is a square in k to the
reader. Thus, we may suppose that Gal.kŒ

p
a;
p
b�=k/ D f1; �; �; ��g, where each of � ,

� , and �� is of order 2, and fix respectively
p
a,
p
b, and

p
ab. The first condition asserts,

.�/ There exist x; y 2 kŒ
p
a;
p
b� such that �x D x, �y D y, and xy � ��.xy/ D c.

and the second asserts,
.��/ There exists z 2 kŒ

p
a;
p
b� such that z � ��.z/ D c.

Clearly, .�/) .��/. For the converse, note that

z � �z D Nm
kŒ
p
a;
p
b�=kŒ

p
a�
z 2 kŒ

p
a�:

Moreover,
NmkŒ

p
a�=k.z � �z/ D z � �z � �z � ��z 2 k:

As z � ��z D c 2 k, this implies that �z � �z 2 k, and so

�z � �z D �.�z � �z/ D z � ��z D c:

Therefore,
NmkŒ

p
a�=k.z � �z/ D c

2:
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Now Hilbert’s theorem 90 (II 1.23), applied to z � �z=c 2 kŒ
p
a�, shows that there exists an

x 2 kŒ
p
a�� such that �x=x D z � �z=c. Let y D ��z=x. Then

�y D �z=�x D c=z � x D z � ��z=z � x D y

(use: definition of y; definition of x; definition of z; definition of y) and

xy � ��.xy/ D ��z � ��.��z/ D ��z � z D c

(use: definition of y; .��/2 D 1; definition of z) as required. 2

PROOF (OF THEOREM 3.5a) If q D q1.X1; : : : ; Xm/C q2.XmC1; : : : ; Xn/ and q1 repre-
sents zero, then so also does q. Therefore, it suffices to prove (3.5a) for a quadratic form in 3
variables. After multiplying q by a nonzero scalar, we may suppose q D X2�aY 2�bZ2,
and for such a quadratic form, the statement follows from (3.7) and Theorem 3.1. 2

PROOF (OF THEOREM 3.5b) We prove this by induction on the number n of variables.
When n D 1, there is nothing to prove, because the hypothesis is never fulfilled.
When n D 2, then, after multiplying q by nonzero scalar, we may suppose that q D

X2 � aY 2, and for such a quadratic form, the statement follows from (3.7) and Theorem
1.1.

When n D 3; 4 the statement follows in a similar fashion from (3.7c,d) and Theorem
1.1.

Before proving the general case, we make some elementary observations.
(a) A nondegenerate quadratic form q1.X1; : : : ; Xm/ � q2.XmC1; : : : ; Xn/ represents 0

in a field k if and only if there is a c 2 k such that both q1 and q2 represent c.

(b) If q represents c in k�, then q represents every element in the coset c � k�2.

(c) The subgroup K�2v of K�v is open. When v is real or complex, this is obvious. When
v is nonarchimedean, Newton’s Lemma (ANT, 7.32) shows that 1 can be refined to a
root of X2 � a for any a with j1 � ajv < j2j2v.

On combining (b) and (c), we see that a quadratic form q with coefficients in Kv repre-
sents the elements in a nonempty open subset of K�v .

Assume now that n � 5 and that Theorem 3.1b has been proved for n � 1. Let

q.X1; : : : ; Xn/ D aX
2
1 C bX

2
2 � r.X3; : : : ; Xn/; n � 2 � 3:

From (a) of the theorem, we know that, except for v in a certain finite set S , R represents 0
in Kv. Let v 2 S . Because q represents 0 in Kv, there exists an element cv 2 K�v that is
represented by both aX21 C bX

2
2 and r , i.e., there exist xi .v/ 2 Kv such that

ax1.v/
2
C bx2.v/

2
D cv D r.x3.v/; : : : ; xn.v//:

Now apply the weak approximation theorem (ANT, 7.20), to find elements x1; x2 2 K that
are close to x1.v/; x2.v/ in Kv for all v 2 S . Then

c
def
D ax21 C bx

2
2

will be close to cv for each v 2 S ; in particular, we may suppose that c=cv 2 K�2v for all
v 2 S .

Consider the quadratic form cY 2 � r . It represents 0 in Kv for v … S because r
represents zero inKv, and it represents 0 inKv for v 2 S because r represents c inKv. By
induction, cY 2 � r represents zero in K. It follows that q represents 0 in K because each
of aX21 C bX

2
2 and r represents c in K. 2
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PROPOSITION 3.9 A nondegenerate quadratic form q in 4 variables over a finite extension
K of Qp represents every nonzero element of K�.

PROOF. If q represents 0, then it represents every element of K. We assume the contrary.
After multiplying q by a nonzero element of K, we may suppose that

q D X2 � bY 2 � cZ2 C acT 2:

Because q does not represent 0 in K, neither b nor a is a square.
If KŒ

p
a� ¤ KŒ

p
b�, then (by local class field theory, Theorem I.1.1), Nm.KŒ

p
a��/

and Nm.KŒ
p
b��/ are distinct subgroups of index 2 inK�2, and thereforeK� D Nm.KŒ

p
a��/�

Nm.KŒ
p
b��/. Since the inverse of a norm is also a norm, this means that we can write c

as

c D
x2 � by2

z2 � at2
;

some x; y; z; t 2 K. On multiplying out, we find that q represents 0, contradicting our
assumption. Therefore KŒ

p
a� D KŒ

p
b�, and a D b � (square) (see VII A.1). The square

may be absorbed into the T 2, and so we may write

q D X2 � bY 2 � cZ2 C bcT 2:

Consider the quaternion algebra H.b; c/ (see IV.5.7). For

˛ D x C yi C zj C tk

we define
N̨ D x � yi � zj � tk

so that
Nm.˛/

def
D ˛ N̨ D x2 � by2 � cz2 C bct2:

The map ˛ 7! Nm.˛/ W H.b; c/� ! K� is a homomorphism, which we must show to be
surjective.

For every ˛ 2 H.b; c/,

P˛.X/
def
D .X � ˛/.X � N̨ / D X2 � .˛ C N̨ /X CNm.˛/ 2 KŒX�:

Therefore, P˛.X/ is the characteristic polynomial of ˛ in the extensionKŒ˛�=K. In partic-
ular,

Nm.˛/ D NmKŒ˛�=K.˛/:

Now (see IV.4.4), H.b; c/ contains copies of every quadratic extension of K, for example,
the unramified quadratic extension of K and a totally ramified quadratic extension of K.
Therefore Nm.H.b; c/�/ contains the norm groups of these two distinct quadratic exten-
sions, and so (as above) equals K�. 2

COROLLARY 3.10 Every nondegenerate quadratic form q in � 5 variables over a finite
extension of Qp represents 0.

PROOF. We can write q D r.X1; : : : ; X4/�aX25Cq
0.X6; : : :/, where r is a nondegenerate

quadratic form in 4 variables and a ¤ 0. Then r represents a and so q represents 0. 2
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COROLLARY 3.11 A nondegenerate quadratic form q in � 5 variables over a number field
K represents 0 if and only if it represents 0 in every real completion of K.

PROOF. Combine (3.10) with (3.5). 2

REMARK 3.12 The proof of Proposition 3.9 works also for K D R down to the last step:
the only quadratic extension of R is C, and so

Nm.H.b; c/�/ D Nm.C�/ D R>0:

It shows therefore, that a nondegenerate form in 4 variables over R that does not represent
zero represents all strictly positive real numbers.

4 The Fundamental Exact Sequence and the Fundamental
Class

For a Galois extension L=K, we write

Br.L=K/ D H 2.Gal.L=K/;L�/;

and for a Galois extension L=K of number fields, we write

H 2.L=K/ D H 2.Gal.L=K/;CL/:

Because H 1.G;L�/ D 0 (see II, 1.22) and H 1.G;CL/ D 0 (see VII 5.1), for every tower
of Galois extensions E � L � K, we get exact sequences

0! Br.L=K/! Br.E=K/! Br.E=L/

and
0! H 2.L=K/! H 2.E=K/! H 2.E=L/:

On passing to the direct limit over larger fields E � Kal, we obtain exact sequences

0! Br.L=K/! Br.K/! Br.L/

and
0! H 2.L=K/! H 2.Kal=K/! H 2.Kal=L/:

Thus, we can regard Br.L=K/ as the subgroup of Br.K/ of elements split by L, and simi-
larly for H 2.L=K/.

Let L=K be a Galois extension of number fields of finite degree n, and consider the
diagram:

H 2.L=K/

0 Br.L=K/
L
v Br.L

v=Kv/

Q=Z
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The top row is part of the cohomology sequence of

0! L� ! IL ! CL ! 0:

The zero at left comes from the fact that H 1.G;CL/ D 0. The top row is exact, but the
map

L
v Br.L

v=Kv/! H 2.L=K/ will not in general be surjective—we denote its image
by H 2.L=K/0.

Recall (III, 2.1), that for each prime v, we have a homomorphism

invv W Br.Kv/! Q=Z:

If v is nonarchimedean, it is an isomorphism of Br.Kv/ onto Q=Z, and if v is real, it is an
isomorphism of Br.Kv/ onto 1

2
Z=Z. Moreover, if Lw=Kv has degree nv, then invw.ˇ/ D

nv � invv.ˇ/, and so invv defines an isomorphism

invv W Br.Lw=Kv/!
1

nv
Z=Z:

The southeast arrow in the diagram is

˙ W
M

v
Br.Lv=Kv/! Q=Z; .ˇv/ 7!

X
invv.ˇv/:

The image of invv is the cyclic subgroup of order nv in the cyclic group 1
n
Z=Z, and there-

fore the image of ˙ is the cyclic subgroup 1
n0
Z=Z, where n0 D lcm.nv/.

According to Theorem VII 5.1, the order of H 2.L=K/ divides n. According to Theo-
rem VII 8.1, the bottom row of the diagram is a complex, and so the maps in the diagram
induce a surjective homomorphism

H 2.L=K/0 !
1

n0
Z=Z:

The lcm n0 of the local degrees always divides n, but need not equal it (see Example 4.5
below). Suppose, however, that the extension L=K has the property that n D n0. Then:

(a) The mapH 2.L=K/0 ! 1
n0
Z=Z is an isomorphism. (It is surjective, and .H 2.L=K/0 W

1/ � .H 2.L=K/ W 1/ � n.)

(b) H 2.L=K/0 D H 2.L=K/, and each has order n.

(c) The bottom row is an exact sequence

0! Br.L=K/!˚v Br.L
v=Kv/

˙
�!

1

n
Z=Z! 0

(because it is isomorphic to the top row).

LEMMA 4.1 If L=K is cyclic, then n D n0.

PROOF. Let S � S1 be a set of primes of K including all those that ramify in L. For
v … S , .pv; L=K/ is an element of Gal.L=K/ of order nv .D fv/, and so the image of the
Artin map IS ! Gal.L=K/ has order n0

def
D lcm.nv/. According to the reciprocity law

(VII, 4.8), the Artin map is onto, which implies that n0 D n. [Using complex analysis, one
can show more, namely, that for all v in a set of density '.n/=n, Lv=Kv is cyclic of order
n: let m be the modulus of L=K, and let a be an ideal in IS such that .a; L=K/ generates
Gal.L=K/; then the set of prime ideals p � a in Cm has density 1=n.] 2
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Let Qc be the infinite cyclic cyclotomic extension of Q defined in (I A.5d) (see also
(VII, 7.3)), and let ˝ D Qc �K. For every n, ˝ contains a unique cyclic extension of ˝n
of degree n. The preceding lemma and remarks show that

0! Br.˝n=K/!
M

v
Br.˝vn=Kv/

˙
�!

1
n
Z=Z! 0

is exact. On passing to the direct limit (actually, directed union) over all n, we obtain an
exact sequence

0! Br.˝=K/!
M

v
Br.˝v=Kv/! Q=Z! 0:

THEOREM 4.2 For every number field K, the sequence

0! Br.K/!
M

v
Br.Kv/

˙
�! Q=Z! 0

is exact.

PROOF. According to Proposition VII 7.2, Br.˝=K/ D Br.K/. Moreover, Br.˝v=Kv/ D
Br.Kv/ because, in the nonarchimedean case, Œ˝vn W Kv�!1 as n!1 (see VII 7.3). 2

The sequence in the theorem is called the fundamental exact sequence of global class
field theory.

COROLLARY 4.3 For every finite extension L=K, the sequence

0! Br.L=K/!
M

v
Br.Lv=Kv/

˙
�!

1
n0
Z=Z! 0; n0 D lcm.nv/;

is exact.

PROOF. Apply the snake lemma to the diagram obtained by mapping the fundamental exact
sequence for K to that for L. 2

EXAMPLE 4.4 (a) For a finite cyclic extension of number fields L=K, the fundamental
exact sequence becomes identified with

0! K�=Nm.L�/!
M

v
K�v =Nm.L

v�/! 1
n
Z=Z! 0; n D ŒL W K�:

(b) Let D be a division algebra over a number field K, and let iv D invv.D ˝K Kv/.
Then: iv D 0 for all but finitely many v; iv D 0 if v is complex; iv 2 1

2
Z=Z if v is real; andP

iv � 0 mod Z. The family .iv/ determines the isomorphism class of D, and any family
.iv/ satisfying the conditions is the family of invariants of the division algebra. Clearly, the
order of the class ofD in Br.K/ is the least common denominator n of the iv. One can also
prove that ŒD W K� D n2. For example, to give a quaternion algebra over Q is the same as
to give a set of primes of Q having an even finite number of elements.

EXAMPLE 4.5 Let L D QŒ
p
13;
p
17�. Clearly n D 4, but I claim that nv D 1 or 2 for all

v. Because both 13 and 17 are congruent to 1 modulo 4, 2 is unramified in L. Therefore,
for wjp, p ¤ 13; 17, Lw is an unramfied extension of Qp. In particular, its Galois group
is cyclic. Since it is a subgroup of Gal.L=Q/, it is killed by 2, and therefore has order 1 or
2. On the other hand,

�
17
13

�
D 1 (obviously) and

�
13
17

�
D
�
17
13

�
D 1. Hence, 17 is a square

modulo 13, and Hensel’s lemma implies that it is a square in Q13. Similarly, 13 is a square
in Q17.
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The fundamental class

It follows from the above discussion that there is an isomorphism

invK W H
2.˝=K/! Q=Z

uniquely characterized by having the property that the compositeM
v
Br.Kv/! H 2.˝=K/

invK
���! Q=Z

is .ˇv/ 7!
P

invv.ˇv/.

LEMMA 4.6 For every finite extensionL=K of number fields and 
 2 H 2.˝=K/, invL.
/ D
n invK.
/, n D ŒL W K�.

PROOF. Use that the sum of the local degrees is the global degree. 2

Therefore, for every L=K finite and Galois, we obtain an isomorphism

invL=K W H
2.L=K/!

1

n
Z=Z:

On passing to the direct limit over all L � Kal, we obtain an isomorphism

invK W H
2.Kal=K/! Q=Z:

THEOREM 4.7 For every finite Galois extension L=K of number fields, H 2.L=K/ is
cyclic of order n D ŒL W K� having a canonical generator uL=K .

PROOF. Take uL=K to be the element such that invL=K.uL=K/ D 1
n

mod Z. 2

The generator uL=K ofH 2.L=K/ is called the fundamental class. One shows as in the
local case (see III, 2.7) that for every tower E � L � K of finite Galois extensions,

Res.uE=K/ D uE=L

Inf.uL=K/ D ŒE W L�uE=K :

Therefore, one may apply Tate’s theorem (II, 3.11) to obtain an isomorphism

Gal.L=K/ab ! CK=Nm.CL/:

That this is inverse to the global Artin map �L=K defined in the last chapter follows from the
fact that the global fundamental classes are compatible with the local fundamental classes.

The norm limitation theorem

THEOREM 4.8 Let E be a finite extension of K (not necessarily Galois), and let M be the
maximal subextension of E such that M=K is an abelian Galois extension. Then

NmE=K CE D NmM=K CM :
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PROOF. Let L be a Galois extension of K containing E, and let G D Gal.L=K/ and
H D Gal.L=E/. Consider the commutative diagram

H�2T .H;Z/ H 0
T .H;CL/

H�2T .G;Z/ H 0
T .G;CL/

'

Cor Cor

'

in which the horizontal arrows are cup-product with the fundamental classes. This can be
identified with the commutative diagram:

H ab CE=NmL=E CL

Gab CK=NmL=K CL:

'

NmE=K

'

Hence the cokernel of H ab ! Gab is isomorphic to CK=NmE=K.CE /. But the cokernel
is equal to Gal.M=K/, which is isomorphic to CK=NmM=K.CM /. Since Nm.CM / �
Nm.CE /, the two groups must be equal. 2

5 Higher Reciprocity Laws

Recall that, an odd prime p and integer a not divisible by p, the Legendre symbol (or
quadratic residue symbol)�

a

p

�
def
D

�
1 if a is a square modulo p
�1 otherwise.

The group F�p is cyclic of order p � 1 with �1 as its unique element of order 2. Therefore,

for u 2 F�p , u
p�1
2 is 1 or �1 according as u is a square or not, and so

�
a
p

�
is the unique

square root of 1 such that �
a

p

�
� a

p�1
2 mod p:

The quadratic reciprocity law says that, for odd primes p and q,�
p

q

��
q

p

�
D .�1/

p�1
2

q�1
2 :

The supplement to the quadratic reciprocity law says that�
�1

p

�
D .�1/

p�1
2 ;

�
2

p

�
D .�1/

n2�1
8 :

For ˛ a Gaussian integer (i.e., element of ZŒi �) and � an odd Gaussian prime (i.e., prime
element of ZŒi � not dividing 2), Gauss defined

�
˛
�

�
(quartic residue symbol) to be the

unique 4th root of 1 such that �˛
�

�
� ˛

N��1
4 mod �

and proved a quartic reciprocity law for these symbols. Later Eisenstein proved a cubic
reciprocity law. Emil Artin remarked that his theorem (V 3.5) implied all possible such
reciprocity laws, and therefore can be considered as a “reciprocity law for fields not con-
taining an nth root of 1”. In the remainder of this section, we explain this remark.
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The power residue symbol

Let K be a number field containing a primitive nth root of 1. For every finite set a; b; : : : of
elements ofK, we define S.a; b; : : :/ to be the set of prime ideals ofK such that ordp.n/ ¤
0, or ordp.a/ ¤ 0, or ordp.b/ ¤ 0,... . In particular, S itself consists only of the divisors of
n.

Recall that the discriminant ofXn�1 is divisible only by the primes dividing n. There-
fore Xn � 1 has n distinct roots in Fal

p for any p - n, and the map

� 7! � mod p W �n.K/! �n.OK=p/

is bijective for any prime ideal p - n. For such a prime p, let q D Np def
D .OK W p/. Then F�q

is cyclic of order q � 1, and so njq � 1 and �
q�1
n 2 �n � F�q .

For a 2 K� and p … S.a/, define
�
a
p

�
to be the unique nth root of 1 such that�

a

p

�
� a

Np�1
n mod p:

5.1 For every a; b 2 K� and p … S.a; b/,�
ab

p

�
D

�
a

p

��
b

p

�
:

This is obvious from the definition.

5.2 For a 2 K� and p … S.a/, the following are equivalent:

(a)
�
a
p

�
D 1;

(b) a becomes an nth power in OK=p;

(c) a becomes an nth power in Kp.

The equivalence of (a) and (b) follows from the exactness of

1! F�nq ! F�q
x 7!x

q�1
n

������! �n ! 1; q D Np:

If Xn � a has a solution modulo p, then Hensel’s lemma (ANT, 7.33) shows that it has a
solution in Kp. Conversely, if a D ˛n, ˛ 2 Kp, then ordp.˛/ D

1
n
ordp.a/ D 0, and so

˛ 2 OKp . The map OK ! OKp=p is surjective, and so there is an ˛0 2 OK mapping to ˛
modulo p.

We extend the mapping p 7!
�
a
p

�
to IS.a/ by linearity: thus, for b D

Q
prii 2 I

S.a/,

�a
b

�
D

Y�
a

pi

�ri
:

We abbreviate
�
a
.b/

�
to
�
a
b

�
.

For an abelian extension L=K in which the primes in S 0 do not ramify,  L=K W IS !
Gal.L=K/ denotes the Artin map (see Chapter V).
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5.3 For every a 2 K� and b 2 IS.a/,

 
KŒa

1
n �=K

.b/.a
1
n / D

�a
b

�
a
1
n :

From Galois theory, we know that there is an nth root �.b/ of 1 such that  .b/.a
1
n / D

�.b/ �a
1
n and that the map b 7! �.b/ is a homomorphism. Therefore, it suffices to prove the

equality with b D p, a prime ideal. By definition,

 .p/.x/ � xNp mod p:

From
 .p/.a

1
n / D �.p/ � a

1
n

we find that
�.p/ � a

1
n � a

Np
n mod p;

from which it follows that �.p/ D
�
a
p

�
.

5.4 Let a 2 OK , and let b be an integral ideal in IS.a/. If a0 2 OK , a0 � a mod b, then
b 2 IS.a

0/ and �a
b

�
D

�
a0

b

�
:

For every prime ideal p dividing b, a0 � a mod p, and so
�
a
p

�
D

�
a0

p

�
.

The Artin Reciprocity Law allows us to prove a similar, but weaker, result for
�
a
b

�
regarded as a function of b.

5.5 Let a 2 K�. There exists a modulus m with support in S.a/ such that
�
a
b

�
depends

only on the class of b in the ray class group Cm.

According to Proposition VII A.5, S.a/ contains all primes ramifying inKŒa
1
n �. There-

fore, Artin’s Reciprocity Law (V 3.5) shows that there exists a modulus m with support in
S.a/ such that  .b/ depends only on the class of b in the ray class group Cm.

NOTES Copied from mo299588. The power residue symbol is a unitary Hecke character ofK, with
trivial infinity type, with finite order, and with conductor dividing a power of m. This fact follows
from class field theory, from example, from VIII, 5.5, of these notes. (Explanation to be added.)

The Hilbert symbol

Let Kv be a local field containing a primitive nth root of 1. The Hilbert symbol is a pairing

a; b 7! .a; b/v W K
�
v =K

�n
v �K

�
v =K

�n
v ! �n;

where �n is the group of nth roots of 1 in Kv. Probably the most natural way of defining
this is as the cup-product map

H 1.G;�n/ �H
1.G;�n/! H 2.G;�n ˝ �n/; G D Gal.Kal=K/;

followed by the isomorphism

H 2.G;�n ˝ �n/ D H
2.G;�n/˝ �n ! �n

https://mathoverflow.net/questions/299588/
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defined by the invariant map invv. However, in the spirit of the 1920s and 1930s, I’ll define
it in terms of central simple algebras.

Recall (IV.5) that for any a; b 2 K�v , we define A.a; bI �/ to be the Kv-algebra with
generators elements i; j and relations

in D a; j n D b; ij D �j i:

It is a central simple algebra of degree n overKv. In the case that n D 2, A.a; bI �1/ is the
quaternion algebra H.a; b/. We define

.a; b/v D �
�n�invv.ŒA.a;bI�/�/;

where ŒA.a; bI �/� is the class of A.a; bI �/ in Br.Kv/. Because A.a; bI �/ is split by a field
of degree n (in fact, by any maximal subfield, for example, QŒi �), its invariant is an element
of 1

n
Z=Z, and hence n � invv.ŒA.a; bI �/�/ is an element of Z=nZ. Clearly the isomorphism

class of A.a; bI �/ depends only on a and b as elements of K�v =K
�n
v , and so we do have a

pairing
K�v =K

�n
v �K

�
v =K

�n
v ! �n:

However, it is not obvious from this perspective that the pairing is bilinear.

EXAMPLE 5.6 Consider the case Kv D Qp, p an odd prime, and n D 2. Then .a; b/p D
˙1, and

.a; b/p D 1 ” H.a; b/ �M2.Kv/I

” X2 � aY 2 � bZ2 C abT 2 represents 0 in KvI

” b is a norm from KŒ
p
a�I

” X2 � aY 2 � bZ2 represents 0 in Kv:

To prove the equivalences use (respectively) that: a quaternion algebra has invariant 1
2

if
and only if it is a division algebra; Exercise IV.5.7; Proposition 3.7d; Proposition 3.7c. The
last condition shows that our definition of the Hilbert symbol agrees with that, for example,
in Serre 1970, III

5.7 For any a; b,
A.b; aI �/ � A.a; bI ��1/ � A.a; bI �/ opp:

Therefore
.b; a/v D .a; b/

�1
v :

By definition A.b; aI �/ is the Kv-algebra with generators i 0, j 0 and relations i 0n D b,
j 0n D a, and i 0j 0 D �i 0j 0. The map i 0 7! j , j 0 7! i is an isomorphism A.b; aI �/ !

A.a; bI ��1/. The map i 7! i , j 7! j is an isomorphism A.a; bI �/ opp ! A.a; bI ��1/.

5.8 Let a; b 2 K�. For any v … S.a/, .a; b/v D
�
a
pv

�ordv.b/
.

For simplicity, we assume that A.a; bI �/ is a division algebra. Recall (IV.4) that, to
compute the invariant of a central division algebra D over a local field Kv, we

(a) choose a maximal unramified field L � D;
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(b) find an element ˇ 2 D such that ˛ 7! ˇ˛ˇ�1 is the Frobenius automorphism of L
(such an ˛ exists by the Noether-Skolem Theorem);

(c) set invv.ŒD�/ D ordv.ˇ/.

We apply this with L D KvŒi � D KvŒa
1
n �. Note that, because v … S.a/, this extension

is unramified. Let
�
a
pv

�
D �r , so that .p; L=Kv/.i/ D �r i . Since j ij�1 D ��1i , we see

that we can take ˇ D j�r . Then ˇn D b�r , and so ordv.ˇ/ D �
r
n
ordv.b/. Hence

.a; b/v
def
D ��n invv.A.a;bI�// D �r �ordv.b/ D

�
a

pv

�ordv.b/

:

REMARK 5.9 In fact,

.a; b/v D
�v.b/.a

1
n /

a
1
n

for all a; b; v. See III, 4.5.

5.10 For a; b 2 K�, Y
v

.a; b/v D 1:

In the course of proving the Reciprocity Law, we showed that, for every ˇ 2 Br.K/,P
invv.ˇ/ D 0. In particular,

P
invv.A.a; bI �// D 0, and this implies the formula.

For a; b 2 K�, define�a
b

�
D

Y
v…S.a/

�a
v

�ordv.b/
D

�
a

.b/S.a/

�
;

where .b/S.a/ is the ideal in IS.a/ generated by b. The symbol
�
a
b

�
is multiplicative in b,

but
�
aa0

b

�
D
�
a
b

� �
a0

b

�
will not always hold unless S.b/ \ S.a; a0/ D S .

THEOREM 5.11 (POWER RECIPROCITY LAW) Let a and b be elements of K� such that
S.a/ \ S.b/ D S (for example, a and b could be relatively prime). Then�a

b

��b
a

��1
D

Y
v2S

.b; a/v:

Moreover, if S.c/ D S , then �c
b

�
D

Y
v2S

.b; c/v:ŠŠ.c; b/ŠŠ

PROOF. Let S 0.a/ D S.a/r S and S 0.b/ D S.b/r S . Our assumption is that S 0.a/ and
S 0.b/ are disjoint. Then�a

b

�
D

Y
v2S 0.b/

�
a

pv

�ordv.b/

D

Y
v2S 0.b/

.a; b/v

and �
b

a

�
D

Y
v2S 0.a/

�
b

pv

�ordv.a/

D

Y
v2S 0.a/

.b; a/v:
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Therefore �a
b

��b
a

��1
D

Y
v2S 0.a/[S 0.b/

.a; b/v:

For v … S [ S 0.a/ [ S 0.b/, .a; b/v D 0 (by 5.8 for example), and so the product formula
shows that Y

v2S 0.a/[S 0.b/

.a; b/v �
Y
v2S

.a; b/v D 1:

This completes the proof of the first equality, and the second is obvious. 2

To obtain a completely explicit formula, it remains to compute the Hilbert symbol for
the v 2 S . For the infinite primes, this is easy: if v is complex, then .a; b/v D 1 always,
and if v is real, then

.a; b/v D 1 ” X2 � aY 2 � bZ2 represents 0 ” a > 0 or b > 0:

For K D Q and n D 2,

.u2r ; v2s/2 D .�1/
u�1
2

v�1
2
Cr v

2�1
8
Cs u

2�1
8 ;

where u and v are 2-adic units, and the exponent is to be interpreted modulo 2. For an
elementary proof of this, see Serre 1970, III, 1.2. On applying this formula successively
to the pairs .p; q/ with p and q odd primes, .2; p/ with p an odd prime, and to .�1; p/
with p an odd prime, one obtains the classical quadratic reciprocity law (including the
supplements).

For p an odd prime and K D QŒ�� with � a primitive pth root of 1, one can make
the Hilbert symbol .a; b/p completely explicit. Recall that p is totally ramified in K and
.p/ D .�/p�1, where � D 1 � �. Let K� denote the completion of K at .�/, and let Ui
denote the group of units in K� congruent to 1 mod � i . We have a filtration

O�K� � U1 � U2 � � � � � UpC1 � � � � :

If u 2 UpC1, then u is a pth power in K� (see VII A.6a). From this, one can deduce that
K�� =K

�p
� is freely generated (as an Fp-vector space) by the elements

�; �; 1 � �2; : : : ; 1 � �p:

Let �i D 1 � � i , i � 1 (e.g., �1 D �).

PROPOSITION 5.12 The Hilbert pairing

a; b 7! .a; b/� W K
�
� �K

�
� ! �p

is the unique skew-symmetric pairing satisfying

(a) .�i ; �j /� D .�i ; �iCj /�.�iCj ; �j /�.�iCj ; �/
�j
� for all i; j � 1;

(b) .�i ; �/� D

�
1 if 1 � i � p � 1

� if i D p:

(c) .�; �/� D 1 on Ui � Uj if i C j � p C 1.

For hints, see Cassels and Fröhlich 1967, p. 354.
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EXAMPLE 5.13 (Cubic reciprocity law; Eisenstein). Let p D 3, so that K D QŒ��, � D
�1C
p
3

2
, and � D ��

p
3. Then OK D ZŒ��, and every nonzero element of OK can be

written in the form �i�ja with a � ˙1 mod 3OK . In this case, the reciprocity law
becomes: �a

b

�
D

�
b

a

�
if a and b are relatively prime and congruent to˙1 mod 3OK , and( �

�
a

�
D ��m�n�

�
a

�
D �m

if a D ˙.1C 3.mC n�//.
Note that, if a 2 Z, then a � ˙1 mod 3OK is automatic.

Application

Fix an odd prime p and a primitive pth root � of 1. If x; y; z are integers such that xp C
yp D zp, then

p�1Y
iD0

.x C �iy/ D zp:

We may suppose that x; y; z have no common factor. If p - xyz, then the elements xC �iy
of ZŒ�� are relatively prime (ANT, 6.9). Therefore, each generates an ideal that is a pth
power, and the same is true of

˛ D
x C �y

x C y
D 1 �

y�

x C y
; � D 1 � �:

Hence5
�
ˇ
˛

�
D 1 for all ˇ 2 ZŒ�� relatively prime to ˛.

THEOREM 5.14 Let x; y; z be relative prime positive integers such that p - xyz and xp C
yp D zp. For every prime q dividing xyz, qp�1 � 1 mod p2.

PROOF. In this case, the Power Reciprocity Law becomes�
ˇ

˛

��
˛

ˇ

��1
D �TrQŒ��=Q.�/;

where � D ˇ�1
p

˛�1
�

. We apply this equation with ˇ D qp�1. Without loss of generality,

we may assume that qjy, so that ˛ � 1 mod q and
�
˛
q

�
D 1. Moreover,

Tr.�/ D
qp�1 � 1

p
Tr.

˛ � 1

�
/;

but
Tr
˛ � 1

�
D Tr�

y

x C y
D �

y

x C y
.p � 1/;

which is not divisible by p. Therefore qp�1�1
p

is divisible by p. 2

5This fixes a confusing misprint in the last version; see sx667386.
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COROLLARY 5.15 (WIEFERICH’S CONDITION) If Xp C Y p D Zp admits a solution
x; y; z with x; y; z positive integers none of which is divisible by p, then 2p�1 � 1

mod p2.

PROOF. If xp C yp D zp, then at least one of x, y, or z must be even. 2

A similar argument (with a different ˇ) proves Mirimanoff’s condition: 3p�1 6� 1

mod p2.
The only primes < 3 � 109 satisfying Wieferich’s condition are 1093 and 3511, and

they fail Mirimanoff’s condition. Thus this proves the first case of Fermat’s last theorem
for p < 3 � 109.

EXERCISE 5.16 Let p 2 Z be a prime congruent to 1 modulo 3 (so that Fp contains the
cube roots of 1). Show that 2 is a cube modulo p if and only if p is of the form x2C 27y2,
x; y 2 Z.

NOTES Theorem 5.14 was proved by Furtwängler (see Hasse 1970, II, 22); see also Koch 1992, II,
6.3, and Herbrand 1936, p. 47. Class field theory also allows one to simplify the proof of Kummer’s
second criterion when the second case of Fermat’s theorem holds (J. Herbrand, Sur les classes des
corps circulaires, J. Math. Pures Appl., IX. Sér. 11, 417–441.

6 The Classification of Quadratic Forms over a Number Field

Earlier we showed that a nondegenerate quadratic form over a number field represents 0 in
the field if and only if it represents zero in every completion of the field. In this section, we
completely classify the quadratic forms over a number field. Specifically, we shall:

(a) Show that two quadratic forms over a number field K are equivalent if and only if
they are equivalent over every completion of K.

(b) Give a complete list of invariants for the quadratic forms over a local field.

(c) Determine which families of local invariants arise from a global quadratic form.

Generalities on quadratic forms

In this subsection, k is an arbitrary field of characteristic ¤ 2. Let .V;Q/ be a quadratic
space over k with corresponding bilinear form B ,

B.v;w/ D
1

2
.Q.v C w/ �Q.v/ �Q.w// ;

and let U1 and U2 be subspaces of V . If every element of V can be written uniquely in the
form v D u1 C u2 with u1 2 U1 and u2 2 U2, then we write V D U1 ˚ U2. If, addition,
B.u1; u2/ D 0 for all u1 2 U1 and u2 2 U2, then we write V D U1 ? U2. For every
subspace U of V ,

U? D fv 2 V j B.u; v/ D 0 for all u 2 U g:

If QjU is nondegenerate, then V D U ? U?.
Let .V;Q/ and .V 0;Q0/ be quadratic spaces over k. A morphism s W .V;Q/ !

.V 0;Q0/ is a linear map s W V ! V 0 of k-vector spaces such that Q0.s.v// D Q.v/

for all v 2 V . A morphism is an isomorphism if it admits an inverse that is also morphism.
An isomorphism .V;Q/! .V 0;Q0/ will also be called an isometry.
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PROPOSITION 6.1 Let .V;Q/ be a quadratic space. If Q represents a 2 k�, then there
exists an e 2 V with Q.e/ D a and a subspace U of V such that V D U ? k � e.

PROOF. Because Q represents a, there does exist an e 2 V such that Q.e/ D a, and we
can take U to be the orthogonal complement of k � e. 2

Let .V;Q/ be a quadratic space. For every y 2 V with Q.y/ ¤ 0, we define the
symmetry with respect to y (or with respect to the line k � y) to be the map

�y.x/ D x �
2B.x; y/

Q.y/
y:

Note that �y is a morphism .V;Q/! .V;Q/ and that �yı�y D id, and so �y is an isometry.
It reverses every vector in the line k � y, and leaves every vector in the hyperplane .k � y/?

fixed. It is therefore reflection in the hyperplane .k � y/?.

PROPOSITION 6.2 Let U and W be isometric subspaces of a quadratic space .V;Q/ and
assume that QjU is nondegenerate. Then U? and W ? are isometric.

PROOF. We prove this by induction on the dimension of U . Suppose first that U and W
are lines, say U D ku and W D kw. Then Q.u/ ¤ 0, Q.w/ ¤ 0, and we may suppose
that Q.u/ D Q.w/. From

Q.uC w/CQ.u � w/ D 2Q.u/C 2Q.w/ D 4Q.u/

we see that at least one ofQ.uCw/ orQ.u�w/ is nonzero, and, after replacingw with�w
if necessary, we may suppose that it is the latter. Therefore the symmetry �u�w is defined:

�u�wx D x �
2B.x; u � w/

Q.u � w/
.u � w/:

Then �u�w.u/ D w, because

Q.u � w/ D Q.u/CQ.w/ � 2B.u;w/ D 2Q.u/ � 2B.u;w/ D 2B.u; u � w/;

and so �u�w maps U? isometrically onto W ?.
Thus, we may suppose that dimU � 2, and so admits a nontrivial decomposition

U D U1 ? U2. Because W � U , there is a decomposition W D W1 ? W2 with U1 � W1
and U2 � W2. Note that QjU1 will be nondegenerate, and that U?1 D U2 ? U?. The
induction hypothesis implies that U2 ? U? is isometric to W2 ? W ?, and the choice of
an isometry defines a decomposition U2 ? U? D X ? Y with X � W2 and Y � W ?.
But then X � U2, and the induction hypothesis shows that Y � U?. Hence W ? � U?.2

On choosing a basis ei for a quadratic space .V;Q/, we obtain a quadratic form

q.X1; : : : ; Xn/ D
X

aijXiXj ; aij D B.ei ; ej /:

Conversely, a quadratic form q defines a quadratic space .kn; q/.
Two quadratic forms q and q0 are said to be equivalent, q � q0, if they define isomor-

phic quadratic spaces, i.e., if one can be obtained from the other by an invertible change of
variables. If q and q0 are quadratic forms in distinct sets of variables, then we denote qCq0

by q ? q0; then .kmCn; q ? q0/ D .km; q/ ? .kn; q0/.
From Proposition 6.2 we find that:
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Let q D r ? s and q0 D r 0 ? s0 be two quadratic forms, and assume that r is
nondegenerate. If q � q0 and r � r 0, then s � s0.

From Proposition 6.1 we find that
A nondegenerate quadratic form q in n variables represents a if and only if
q � r ? aZ2, where r is a quadratic form in n � 1 variables.

The rank of a quadratic space .V;Q/ is defined to be the rank of the matrix .B.ei ; ej //
for some basis ei of V . The rank of a quadratic form q is the rank of the corresponding
quadratic space. When q is written in diagonal form, q D a1X

2
1 C � � � C arX

2
r , then the

rank of q is the number of nonzero coefficients ai , i.e., the number of variables actually
occurring in q.

The local-global principle

THEOREM 6.3 (HASSE-MINKOWSKI) Let q and q0 be quadratic forms over a number field
K. If q and q0 become equivalent over Kv for all primes v, then q and q0 are equivalent
over K.

PROOF. We may suppose that q and q0 are nondegenerate. We use induction on the com-
mon rank n of q and q0. If n D 0, both forms are zero, and there is nothing to prove.
Otherwise, there exists an a 2 K� represented by q. Then q.X1; : : : ; Xn/ � aZ2 repre-
sents 0 inK, and hence inKv for all v. On applying Theorem 3.5, to q0�aZ2, we find that
q0 represents a in K. Therefore, q � q1 ? aZ2 and q0 � q01 ? aZ

2 for some quadratic
forms q1 and q2 of rank n� 1. Now (6.2) shows that q1 � q2 over Kv for all v, and so (by
induction) they are equivalent over K. This implies that q and q0 are equivalent over K. 2

REMARK 6.4 Let .V;Q/ be a quadratic space over a field k, and let O be its group of
isometries. Theorem 6.3 says that

H 1.K;O/!
Y
v

H 1.Kv; O/

is injective.

The classification of quadratic forms over a local field

The archimedean case. Any quadratic form over C (as for any algebraically closed field of
characteristic¤ 2) is equivalent to a unique quadratic form

X21 C � � � CX
2
n :

Thus two quadratic forms over C are equivalent if and only if they have the same rank n.
According to Sylvester’s theorem, a quadratic form q over R is equivalent to a unique

quadratic form
X21 C � � � CX

2
r �X

2
rC1 � � � � �X

2
rCt :

The number t of �1’s is the index of negativity. Thus, two quadratic forms over R are
equivalent if and only if they have the same rank n and the same index of negativity t .

The nonarchimedean case. Let K be a local field. Recall that the Hilbert symbol .�; �/
can defined for a; b 2 K� by

.a; b/ D

�
1 ” X2 � aY 2 � bZ2 represents 0 ” aY 2 C bZ2 represents 1
�1 otherwise:
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LEMMA 6.5 The Hilbert symbol has the following properties:

(a) it is bi-multiplicative and .ac2; bd2/ D .a; b/ for all a; b; c; d 2 K�;

(b) for any nonsquare a 2 K�, there exists a b 2 K� such that .a; b/ D �1;

(c) .b; a/ D .a; b/�1 D .a; b/;

(d) .a;�a/ D .1; a/ D 1.

PROOF. Obviously, .a; b/ does not change when a or b is multiplied by a square. Also, (c)
is obvious.

Note that .a; b/ D 1 if and only if b is a norm from KŒ
p
a�. From local class field

theory, we know that if a is not a square in K, then Nm.KŒ
p
a��/ is a subgroup of index

2 in K�, and therefore b 7! .a; b/ is an isomorphism K�=Nm.KŒ
p
a��/ ! f˙1g. This

completes the proof of (a) and (b). Finally, aX2 � aY 2 D a.X2 � Y 2/, and X2 � Y 2

represents a�1 because it represents 0. 2

If q � a1X21 C � � � C anX
2
n with a1; : : : ; an 2 K�, then we set

n.q/ D n

d.q/ D a1 � � � an (in K�v =K
�2
v /

S.q/ D
Y

1�i�j�n

.ai ; aj / D
Y
1�i�n

.ai ; di / (in f˙1g/;

where di D a1 : : : ai . Thus n.q/ is the rank of q and d.q/ is the discriminant of q. Both
depend only on the equivalence class of q. We shall prove that the same is true of S.q/. It
is called the Hasse invariant of q.

REMARK 6.6 Serre 1970, defines

".q/ D
Y

1�i<j�n

.ai ; aj / D
Y
.ai ; di�1/:

Note that

S.q/ D ".q/

nY
iD1

.ai ; ai / D ".q/

nY
iD1

.�1; ai /.�ai ; ai / D ".q/.�1; d.q//:

Thus the knowledge of .d.q/; S.q// is equivalent to the knowledge of .d.q/; ".q//.

PROPOSITION 6.7 The element S.q/ depends only on the equivalence class of q.

PROOF. It suffices to prove that ".q/ depends only on the equivalence class of q. When q
has rank 1, there is nothing to prove: ".q/ D 1 (empty product) for all q.

Next suppose that q � aX2CbY 2 � a0X2Cb0Y 2. Because they are equivalent, either
both aX2 C bY 2 and a0X2 C b0Y 2 represent 1 or neither represents 1, and so .a; b/ D
.a0; b0/.

Next suppose that n > 2 and that

q � a1X
2
1 C � � � C aiX

2
i C aiC1X

2
iC1 C � � � � a

0
1X

2
1 C � � � C a

0
iX

2
i C a

0
iC1X

2
iC1 C � � �

with aj D a0j except possibly for j D i; i C 1. We then have to prove that

.ai ; di�1/.aiC1; di / D .a
0
i ; d
0
i�1/.a

0
iC1; d

0
i /:
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But

.ai ; di�1/.aiC1; di / D .ai ; di�1/.aiC1; di�1/.aiC1; ai / D .aiaiC1; di�1/.ai ; aiC1/

and aiaiC1 differs from a0ia
0
iC1 by a square, and so it remains to show that .ai ; aiC1/ D

.a0i ; a
0
iC1/. According to Proposition 6.2, aiX2i C aiC1X

2
iC1 � a0iX

2
i C a

0
iC1X

2
iC1, and

we already shown that this implies .ai ; aiC1/ D .a0i ; a
0
iC1/.

The following elementary lemma now completes the proof. 2

LEMMA 6.8 LetB andB 0 be orthogonal bases for a nondegenerate quadratic space .V;Q/.
Then there exists a chain of orthogonal bases B1; B2; : : : ; Bm such that B1 D B and Bm D
B 0, and each Bi is obtained from Bi�1 by altering at most two adjacent elements.

PROOF. See O’Meara 1963, Lemma 58.1. 2

PROPOSITION 6.9 Let q be a nondegenerate quadratic form in n variables over a nonar-
chimedean local field K, and let a 2 K�. Then q represents a if and only if

(a) n D 1 and a D d.q/ (in K�=K�2/;

(b) n D 2 and .a;�d/.�1; d/ D S.q/ (equivalently, .a;�d/ D ".q/);

(c) n D 3 and either a ¤ �d.q/ (modulo squares) or a D �d.q/ (modulo squares) and
.�1;�1/ D S.q/;

(d) n � 4.

PROOF. (a) Clearly dX2 represents a if and only if a D d (in K�=K�2).
(b) Let q D bX2C cY 2. Clearly bX2C cY 2 represents a if and only if abX2C acY 2

represents 1, i.e., if and only if .ab; ac/ D 1. But

.ab; ac/ D .a; a/.a; b/.a; c/.b; c/ D .a;�1/.a; d.q//.b; c/ D .a;�d.q// � ".q/

and so the condition is that
".q/ D .a;�d.q//:

(c) Let q D a1X
2
1 C a2X

2
2 C a3X

2
3 . Then q represents a if and only if there exists an

e 2 K� for which the equations

a1X
2
1 C a2X

2
2 D e D a3X

2
3 � aX

2
4

have solutions. According to (b), this will be so if and only if

.e;�a1a2/ D .a1; a2/; .e; a3a/ D .a3;�a/: .�/

Consider two linear forms f; g W V ! F2 on an F2-vector space V of dimension � 2:
The simultaneous linear equations f .x/ D "1, g.x/ D "2 will have a solution unless they
are inconsistent, i.e., unless f D 0 and "1 D �1; or g D 0 and "2 D �1; or f D g and
"1 D �"2.

When we apply this observation to the linear forms .�;�a1a2/, .�; a3a/ W K�=K�2 !
f˙1g, we find that there will exist an e satisfying .�/ unless �a1a2 D a3a (in K�=K�2)
and .a1; a2/ D �.a3; a/. The first equality says that a D �d.q/ (mod squares), and (when
a D �d.q/) the second says that .�1;�1/ D S.q/.

(d) In this case, q.X1; : : : ; Xn/ � aZ2 has rank � 5, and therefore represents 0 (see
3.10). 2
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THEOREM 6.10 Two quadratic forms over a nonarchimedean local field are equivalent if
and only if they have the same rank, the same discriminant, and the same Hasse invariant.

PROOF. We showed in Proposition 6.7 that equivalent forms have the same invariants. For
the converse, we use induction on the common rank n of the two forms q and q0. Two
quadratic forms of rank 1 are obviously equivalent if they have the same discriminant, and
so we may suppose n > 1. From Proposition 6.9, we see that q and q0 represent the same
elements in K�. In particular, there is an a 2 K�v that is represented by both q and q0.
Thus,

q � q1 C aZ
2; q0 � q01 C aZ

2

with q1 and q01 quadratic forms of rank n � 1. Now

d.q/ D a � d.q1/; S.q/ D .a; d.q1// � S.q1/

and similarly for q0 and q01. Therefore, q1 and q01 have the same invariants, and the induction
hypothesis shows that q1 � q01. 2

PROPOSITION 6.11 Let q be a quadratic form of rank n over a nonarchimedean local field
K.

(a) If n D 1, then S.q/ D .�1; d/.

(b) If n D 2, then d.q/ D �1 (mod squares) implies S.q/ D .�1;�1/.

Apart from these constraints, every triple n � 1, d 2 K�=K�2, s D ˙1, occurs as the set
of invariants of a quadratic form over K.

PROOF. CASE n D 1. Then q D dX2, and S.q/ D .d; d/ D .�1; d/.
CASE n D 2. For q D aX2 C bY 2, S.q/ D .a; a/.b; d/, and so

d D �1) S.q/ D .�1; a/.�1; b/ D .�1; d/ D .�1;�1/:

Conversely, the form X2 � Y 2 has d D �1 and S D .�1;�1/.
Now suppose d ¤ �1 and s are given. We seek an a 2 K� such that q def

D aX2CadY 2

has S.q/ D s. But

S.q/ D .a; a/.ad; d/ D .a;�1/.a; d/.d; d/ D .a;�d/.d; d/:

Because �d ¤ 1 (in K�=K�2), we can choose a so that .a;�d/ D s � .d; d/.
CASE n D 3. Choose an a 2 K� such that a ¤ �d in K�=K�2. Because of the

condition on a, there exists a quadratic form q1 of rank 2 such that

d D d.q1/a; s D S.q1/.a; d/:

Take q D q1 C aZ2.
CASE n � 4. There exists a quadratic form with the shape

q1.X1; X2; X3/CX
2
4 C � � � CX

2
n

having the required invariants. 2
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GENERALITIES. We define the Hasse invariant for a quadratic form q over R or C by
the same formula as in the nonarchimedean case. For C, S.q/ D 1 always, and for R,
S.q/ D .�1/t.tC1/=2, where t is the index of negativity (because .�1;�1/ D �1). Note
that in the second case, d.q/ D .�1/t (in R�=R�2), and that d.q/ and S.q/ determine t
when r � 3 but not for r > 3.

We say that a system .n; d; s; : : :/, n 2 N, d 2 K�=K�2, s 2 f˙1g,... is realizable
there exists a quadratic form q having n.q/ D n, d.q/ D d , S.q/ D s; : : :.

(a) For a nonarchimedean local field K, .n; d; s/ is realizable provided s D 1 when
n D 1 and s D .�1;�1/ when n D 2 and d D �1.

(b) For R, .n; d; s; t/ is realizable provided 0 � t � r , d D .�1/t , s D .�1/t.tC1/=2.

Classification of quadratic forms over global fields

THEOREM 6.12 Let n 2 N, and suppose that for each prime v of the number field K
there is given a nondegenerate quadratic form q.v/ of rank n over Kv. Then there exists a
quadratic form q0 over K such that .q0/v � qv for every v if and only if

(a) there exists a d0 2 K� such that d0 � d.qv/ mod K�2v for all v;

(b) S.q.v// D 1 for almost all v and
Q
v S.q.v// D 1.

The conditions are obviously necessary. In view of Proposition 6.11 and the following
remarks, we can restate the theorem as follows. Suppose given:

˘ an n � 1 and a d0 2 K�=K�2;

˘ for each prime v, finite or real, an sv 2 f˙1g;

˘ for each real prime v, an integer tv.

Then, there exists a quadratic form q overK of rank n, discriminant d0, Hasse invariant
Sv.q/ D sv for all v, and index of negativity tv.q/ D tv for all real v if and only if

(a) sv D 1 for all but finitely many v and
Q
v sv D 1;

(b) if n D 1, then sv D .�1; d/v; if n D 2, then either d ¤ �1 in K�v =K
�2
v or

sv D .�1;�1/v;

(c) for all real v, 0 � tv � n, dv D .�1/tv (modulo squares), and sv D .�1/tv.tvC1/=2.

In the case n D 1, qv D d.qv/X
2, and we can take q0 D d0X

2, where d0 is the
element of K� whose existence is guaranteed (a).

The key case is n D 2, and for that we need the following lemma, whose proof requires
class field theory.

LEMMA 6.13 Let T be finite set of real or finite primes of K, and let b 2 K�. If T has an
even number of elements and b does not become a square in K�v for any v 2 T , then there
exists an a 2 K� such that

.a; b/v D

�
�1 for v 2 T
1 otherwise:

PROOF. (Following Tate, 1976, 5.2). Let L be the composite of all abelian extensions of
K of exponent 2, and let G D Gal.L=K/. By class field theory,

G ' CK=2CK ' I=K� � I2:
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The cohomology sequence of

0! �2 ! L�
x 7!x2

����! L�2 ! 0

is an exact sequence

K�
x 7!x2

����! K� \ L�2 ! Hom conts.G;�2/! 0:

Every element of K� becomes a square in L, and so we have an isomorphism

K�=K�2 ! Hom conts.I=K� � I2; �2/:

This map sends a 2 K� to the continuous homomorphism

.cv/ 7!
Y
.a; cv/v

(because of the relation between the Hilbert symbol and the local Artin map). Thus, finding
a is equivalent to finding a homomorphism f W I=I2 ! �2 such that

(a) f D 1 on principal idèles;

(b) f .1; : : : ; 1; iv.b/; 1; : : : ; 1/ D

�
�1 for v 2 T
1 otherwise:

where iv is the inclusion K ,! Kv. For each v, let Bv be the F2-subspace of K�v =K
�2
v

generated by iv.b/, and let B D
Q
Bv � I=I2. Because iv.b/ is not a square for v 2 T ,

there exists a linear form (automatically continuous) f1 W B ! �2 satisfying condition
(b), and f1 will extend to a continuous linear form on I=I2 satisfying (a) if and only if f1
takes the value 1 on every principal idéle in B . The value of f1 on the principal idéle of
b is

Q
v2T �1, which is 1 because of our assumption that T contains an even number of

elements. Let c 2 K� be such that its idéle lies in B . Then, for every v, iv.c/ D 1 or
iv.b/ in K�v =K

�2
v . Therefore, iv.c/ becomes a square in KvŒ

p
b� for all v, which (by 1.1)

implies that c is a square in KŒ
p
b�. Hence c D 1 or b in K�=K�2, and so f1 takes the

value 1 on its idèle. 2

We now prove the case n D 2 of the theorem. We are given quadratic forms q.v/ D
a.v/X2 C a.v/d.v/Y 2 for all v, and we seek q D aX2 C ad0Y 2 such that q � q.v/ over
Kv for all v. Thus, we seek an a 2 K� such that

Sv.q/
def
D .a; a/v.ad0; d0/v D S.q.v//

for all v. Now

.a; a/v.ad0; d0/v D .a;�1/v.a; d0/v.�1; d0/v D .a;�d0/v.�1; d0/v:

We apply the lemma with T equal to the set of primes for which S.q.v//.�1; d0/v D �1
and with b D �d0. The set T is finite because of condition (b) of the theorem, and it has
an even number of elements becauseY

v

S.q.v//.�1; d0/v D
Y
v

S.q.v// �
Y
v

.�1; d0/v D 1 � 1 D 1:

Moreover,
S.q.v// � .�1; d0/v D .a.v/;�d.v//v
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and so �iv.d0/ D �d.v/ ¤ 1 in K�v =K
�2
v when v 2 T . Thus the lemma gives us the

required element a.
We next prove the case n D 3. For a form q D q1 C aZ

2, a 2 K�,

n.q1/ D n.q/ � 1; d.q1/ D a � d.q/; Sv.q1/ D .a; d.q//v � Sv.q/:

We seek an a for which the invariants .2; a�dv; .a; dv/v �sv/ are realizable for all v, i.e., such
that iv.a/dv D �1) .a; dv/v � sv D 1. Let T D fv j sv ¤ 1g—by hypothesis, it is a finite
set. By the weak approximation theorem (ANT, 7.20), there exists an a 2 K� such that,
for all v 2 T , iv.a/dv ¤ �1. Now, for v 2 T , d.q1/ ¤ �1, and so .2; dv; sv/ is realizable.
For v … T , .a; dv/ � sv D .a; dv/, and iv.a/dv D �1 implies .a; dv/v D .�dv; dv/v D 1.
Hence, for such an a, there exists a quadratic form q1 of rank 2 such that q1C aZ2 has the
required invariants.

We prove the case n � 4 by induction. If tv < n for all n, we can find a quadratic form
with shape q1.X/C Z2 with the correct local invariants. If no tv D 0, then we can find a
quadratic form with shape q1.X/ � Z2 with the correct invariants. In the general case, we
use the weak approximation theorem (ANT, 7.20) to find an element a that is positive at the
real primes, where tv < n and negative at the real primes, where tv D 0. Then the induction
hypothesis allows us to find a q1.X/ such that q1.X/C aZ2 has the correct invariants.

Applications

PROPOSITION 6.14 (GAUSS) A positive integer n is a sum of three squares if and only if
it is not of the form 4a.8b � 1/ with a; b 2 Z.

PROOF. Apply the above theory to the quadratic form X21 C X
2
2 C X

2
3 � aZ

2—see Serre
1970, Chap. IV. 2

7 Density Theorems

Throughout this section, K is a number field.

THEOREM 7.1 For any modulus m of K and any nontrivial Dirichlet character � W Cm !

C�, L.1; �/ ¤ 0.

PROOF. As we noted at the end of Chapter VI, this follows from the proof of Theorem VI
4.9 once one has the Reciprocity Law. 2

THEOREM 7.2 Let m be a modulus for K, and let H be a congruence subgroup for m:
Im � H � i.Km;1/. For any class k 2 Im=H , the set of prime ideals in k has Dirichlet
density 1=.Im W H/.

PROOF. Combine Theorem 7.1 with Theorem VI 4.8. 2

COROLLARY 7.3 Let L=K be a finite abelian extension with Galois group G, and let � 2
G. Then the set of prime ideals p inK that are unramified inL and for which .p; L=K/ D �
has Dirichlet density 1

ŒLWK�
:

PROOF. The Reciprocity Law V.3.5 says that the Artin map defines an isomorphism Im=H !

Gal.L=K/ for some modulus m and some H � i.Km;1/, and we can apply the theorem to
the inverse image of � in Im=H . 2
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THEOREM 7.4 (CHEBOTAREV) Let L be a finite Galois extension of the number field K
with Galois group G, and let C be a subset of G stable under conjugation, i.e., such that

x 2 C; � 2 G ) �x��1 2 C:

Let
T D fp j p unramified in L; .p; L=K/ � C g:

Then T has Dirichlet density

ı.T / D
number of elements in C
number of elements in G

:

PROOF. It suffices to prove this in the case that C is the conjugacy class of a single element
� ,

C D f����1 j � 2 Gg:

Let � have order f , and let M D L<�>. Then L is a cyclic extension of M of degree f ,
and therefore the Artin map gives an isomorphism

Cm=H !< � > :

for some modulus m of M and for H DM� �NmL=M CL;m. We use the notation

Pjqjp

for primes P of OL, q of OM , and p of OK . Let d D ŒLWK� D .GW 1/, and let c be the
order of C . We have to show that

ı.T / D
c

d
:

In the proof, we ignore the (finitely many) prime ideals that are not prime to m.
Let

TM;� D fq � OM j .q; L=M/ D �; f .q=p/ D 1g:

The Chebotarev density theorem for abelian extensions (7.3 shows that the set of primes
satisfying the first condition in the definition of TM;� has density 1

f
, and it follows (see

4.5) that TM;� itself has density 1
f

.
Let

TL;� D fP � OL j .P; L=K/ D �g:

We shall show:

(a) the map P 7! q D P \OM defines a bijection TL;� ! TM;� ;

(b) the map P 7! p D P \ OK W TL;� ! T sends exactly d
cf

primes of TL;� to each
prime of T .

On combining these statements, we find that the map q 7! p D q\OK defines a d
cf
W 1

map TM;� ! T . For such a q, NmM=K q D p and so Nq D Np; hence

X
p2T

1

Nps
D
cf

d

X
q2TM ;�

1

Nqs
�
cf

d

1

f
log

1

s � 1
D
c

d
log

1

s � 1

as required. It remains to prove (a) and (b).
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Let P 2 TL;� , and let q D P \ OM and p D P \ OK . Then the Galois group of
LP=Kp is generated by � , but � fixes Mq, and so Mq D Kp: Therefore f .q=p/ D 1, which
shows that q 2 TM;� , and so we have a map

P 7! q Ddf P \OM WTL;� ! TM;� :

This is injective because f .P=q/ D f .q=p/�1f .P=p/ D 1�f , and so P is the only prime
of L lying over q. It is surjective because, for any prime P lying over q 2 TM;� ,

.P; L=K/ D .P; L=K/f .q=p/ D .P; L=M/ D �

(first condition for q to lie in TM;� ), and so P 2 TL;� . This proves (a).
Fix a p0 2 T , and let P0 2 TL;� lie over p. Then, for � 2 G,

.�P0; L=K/ D �.P0; L=K/�
�1

and so
�.P0; L=K/�

�1
D � ” � 2 CG.�/

(centralizer of � in G). Therefore the map � 7! �P0 is a bijection

CG.�/=G.P0/! fP 2 TL;� j P \OK D p0g

The decomposition group G.P0/ equals h�i, which has order f , and CG.�/ has order d
c

because there is a bijection

� 7! ����1WG=CG.�/! C:

Therefore .CG.�/ W G.P0// D d
cf

, and we have shown that, for each p 2 T , there are

exactly d
cf

primes P 2 TL;� lying over p. This proves (b) and completes the proof of the
theorem. 2

REMARK 7.5 For effective forms of the Chebotarev density theorem, see Lagarias and
Odlysko (Algebraic Number Fields, Ed. Fröhlich, 1977). Let L be a finite Galois extension
of K, and let

�C .x/ D jfpj.p; L=K/ D C; Np � xgj :

Then
�C .x/ D

c

d

x

log x
C specific error term.

8 Function Fields; Geometric Class Field Theory

We should also include the class field theory of function fields (finite extensions of Fp.T /
for some p). For this, one can either mimic proofs in the number field case (see Artin and
Tate 1961) or (better) one can base the proofs on Tsen’s theorem (see Milne 2006, Appendix
to Chapter I).

Let K be a function field in one variable over a field k, i.e., a finite extension of k.T /.
Geometric class field theory describes the “geometric” abelian extensions of K, i.e., the
abelian extensions “not coming from k”. For a list of references for geometric class field
theory, see mo73054.

https://mathoverflow.net/questions/73054/
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9 Cohomology of Number Fields

We should also include proofs of the theorems of Nakayama and Tate (e.g., J. Tate, The
cohomology groups of tori in finite Galois extensions of number fields, Nagoya Math. J.,
27, 1966, 709–719) and Poitou and Tate (e.g., Milne 2006, Chapter I).

10 More on L-series

Let � be a Dirichlet L-series. Then there exist constants A.�/ � 0, a.�/, b.�/ 2 C, such
that

˚.s; �/ Ddf A.�/
s� .

s

2
/a.�/� .

s C 1

2
/b.�/L.s; �/

satisfies the functional equation

˚.s; �/ D W.�/˚.1 � s; N�/ jW.�/j D 1:

See Narkiewicz 1990.

Artin L-series

Let L be a finite Galois extension of K with Galois group G. Let V be a finite dimensional
vector space over C and let

�WG ! AutC.V /

be a homomorphism of G into the group of linear automorphisms of V . We refer to � as a
(finite-dimensional) representation of G over C. The trace of � is the map

� 7! �.�/ D Tr.�.�//:

(Recall that the trace of an m�m matrix .aij / is
P
ai i , and the trace of an endomorphism

is the trace of its matrix relative to any basis.) For � 2 G, let

P� .T / D det.1 � �.�/T j V / D

dimVY
iD1

.1 � aiT /; ai 2 C;

be the characteristic polynomial of �.�/. Note that P� .T / depends only on the conjugacy
class of � , and so for any prime p of K unramified in L, we can define

Pp.T / D P� .T /; � D .P; L=K/ some Pjp:

For such a p, let

Lp.s; �/ D
1

Pp.Np�s/
and let

L.s; �/ D
Y

Lp.s; �/:
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For example, if L=K is abelian, then the representation is diagonalizable6

� � �1 ˚ � � � ˚ �m;

where each �i is a homomorphism G ! C�. When composed with the Artin map

Cm ! G;

�i becomes a Dirichlet character, and so the Artin L-series becomes identified with a prod-
uct of Dirichlet L-series. This was the original reason Artin defined his map.

One can show that if .V; �/ D IndGH .V0; �0/, then

L.s; �/ D L.s; �0/:

To handle more general Artin L-series, Artin proved that every character of a finite group
G is a linear combination (over Q) of induced characters from cyclic subgroups. Hence

L.s; �/ D
Y
. Dirichlet L -series/ri ; ri 2 Q:

Later Brauer proved a stronger theorem that allows one to show that

L.s; �/ D
Y
. Dirichlet L -series/ri ; ri 2 Z:

Artin conjectured that, provided � does not contain the trivial representation, L.s; �/ ex-
tends to a holomorphic function on the whole complex plane. The last formula implies that
this is true if the ri are all positive integers. Little progress was made in this conjecture
until Langlands succeeded in proving it in many cases, where V has dimension 2 (see R.
Langlands, Base Change for GL.2/, Princeton, 1980).

Hecke L-series

A Hecke (or Grössen) character is a continuous homomorphism from I into the unit circle
in C� such that  .K�/ D 1 and, for some finite set S ,  is 1 on a set f.av/ j av D 1 for
v 2 S , av Dunit for all vg

EXAMPLE 10.1 Let D 2 Z, cube-free, and let � be primitive cube root of 1. If p � 2

mod 3, then p remains prime in QŒ��, and we set  .p/ D 1. If p � 1 mod 3, then
p D � N� in QŒ��, and we choose � to be � 1 mod 3. Then � D 1

2
.a C 3b

p
�3/ and

4p D 4� N� D a2 C 27b2. Now there exists a Hecke character such that  .p/ D 1 for all
odd p 6� 1 mod 3 and  .p/ D �p

p

�
D
N�

�
.

For such a character, we define

L.s;  / D
Y
v…S

1

1 �  .�v/Np�sv
;

6By this we mean that, relative to suitable basis for V ,

�.g/ D

0BBB@
�1.g/ 0 � � � 0

0 �2.g/ � � � 0
:::

:::
: : :

:::

0 0 � � � �m.g/

1CCCA ; g 2 G:
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where �v is an idèle having a prime element in the v position and 1 elsewhere. The basic
analytic properties of Hecke L-series (meromorphic continuation, functional equation etc.)
are well understood (e.g., J. Tate, Fourier analysis in number fields and Hecke’s zeta func-
tion, thesis, 1950; reprinted in Cassels and Fröhlich 1967; or Ramakrishnan and Valenza
1999).

Weil groups and Artin-Hecke L-series

For this topic, see Tate 1979

A theorem of Gauss

Having begun the course with theorem first proved by Gauss, namely, the quadratic reci-
procity law, it seems appropriate to end it with another theorem of his.

Consider the elliptic curve E W X3 C Y 3 C Z3 D 0. Let Np be the number of points
on E with coordinates in Fp. Gauss showed:

(a) if p 6� 1 mod 3, then Np D p C 1;

(b) if p � 1 mod 3, then Np D A, where A is the unique integer � 1 mod 3 for
which 4p D A2 C 27B2.

See Silverman and Tate 1992, IV.2.
Gauss’s theorem implies that the Weil conjecture holds for E=Fp, namely, that

jNp � p � 1j < 2
p
p:

It also implies the Taniyama conjecture forE=Q, because it shows that theL-seriesL.s;E/
equals L.s � 1

2
;  /, where  is the Hecke character in the above example associated with

D D �1.

He wrote to me that algebraic number theory was the most beautiful topic he had ever
come across and that the sole consolation in his misery was his lecturing on class field
theory.... This was indeed the kind of mathematics he had admired most: the main results
are of great scope, of great aesthetic beauty, but the proofs are technically extremely hard.

A. Borel, in: Current Trends in Mathematics and Physics: A Tribute to Harish-Chandra,
Editor S.D. Adhikari, Narosa Publishing House, New Dehli, Madras, 1995, p. 213.





Appendix A

Exercises

These were the exercises the students were required to hand in.

A-1 (a) LetK be a finite Galois extension of Q. Show that Gal.K=Q/ is generated by the
inertia groups of the prime ideals in OK . (Hint: show that the fixed field of the subgroup
generated by the inertia groups is unramified over Q at all prime ideals of Z. The inertia
group of a prime ideal P is the subgroup of the decomposition group D.P/ of elements
fixing the residue field. Its order is the ramification index of P.)

(b) Let p1; : : : ; pt be distinct odd prime numbers, and let p�i D .�1/
pi�1

2 pi (so only
pi ramifies in QŒ

p
p�i �). Let K D QŒ

p
d�, d D

Q
p�i .

Let CC be the narrow-class group of K, and let L be the class field of C 2
C

(so L is
unramified over K at all prime ideals of OK and Gal.L=K/ is an elementary abelian 2-
group; moreover, L is the largest field for which these statements are true).

Show that L is Galois over Q and that the inertia group in Gal.L=Q/ of every prime
ideal of OL is of order 1 or 2. Deduce that Gal.L=Q/ is an elementary abelian 2-group,
and that L D QŒ

p
p�1 ; : : : ;

p
p�t �. Deduce that .CC W C 2C/ D 2

t�1 (cf. Example 0.7).

A-2 (a) Let d > 3 be a square-free integer with d � 3 mod 8. Show that there exists a
field L of degree 3 over Q with discriminant �d or �4d .

(b) Find the cubic extension L of Q with smallest j�L=K j.
(You may assume the main statements of class field theory.)
Hints: Let K D QŒ

p
�d�. For the case that 3 divides the class number of K, ponder

the example of the Hilbert class field of QŒ
p
�31� worked out in class. For the contrary

case, show that 2OK is a prime ideal p and that 3 divides the order of the ray class group
Cp.

A-3 Do Exercise 3.15, p. 160, in the notes. Note that, in the statement of the Exercise, i is
used ambiguously for the (obvious) homomorphisms from Km;1 to IS.m/ and to IS[S.m/.

A-4 Prove, or disprove, that every subgroup of finite index in the idèle class group CK D
IK=K� of a number field K is open. (This is Exercise 5.11, p. 182, of the notes. You may
assume the similar statement for K�v — see I 1.7 of the notes.)

A-5 Let G be a group and A a group (not necessarily commutative) endowed with an
action of G, i.e., a homomorphism G ! Aut.A/. As in the commutative case, a crossed
homomorphism ' W G ! A is defined by the condition '.��/ D '.�/ � �'.�/. Two

265
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such homomorphism ' and '0 are said to be equivalent if there exists an a 2 A such that
'0.�/ D a�1 � '.�/ � �a for all � 2 G, and the set of equivalence classes is denoted
H 1.G;A/ (it is a set with a distinguished element). A proof similar to that of Hilbert’s
Theorem 90 shows that H 1.G;GLn.L// D 0 when L=K is a finite Galois extension with
Galois group G.

Let K be a field of characteristic ¤ 2. A quadratic space over K is a pair .V; ˚/ con-
sisting of a finite-dimensional vector space V over K and a nondegenerate quadratic form
˚ on V , i.e., the map x 7! '.x; x/ associated with a nondegenerate symmetric bilinear
form ' on V . An isometry ˛ W .V; ˚/ ! .V 0; ˚ 0/ is an isomorphism of vector spaces
˛ W V ! V 0 such that ˚ 0.˛.v// D ˚.v/ for all v 2 V .

Exercise: Let L=K be a finite Galois extension of fields of characteristic ¤ 2, and
let G D Gal.L=K/. Fix a quadratic space .V; ˚/ over K, and let O.˚/ be the group of
automorphisms of .V; ˚/ ˝K L — it has an obvious G-action. If .V 0; ˚ 0/ is a quadratic
space over K and ˛ W .V; ˚/ ˝K L ! .V 0; ˚ 0/ ˝K L is an isomorphism of quadratic
spaces over L, show that � 7! ˛�1 ı �˛ is a crossed homomorphism ' W G ! O.˚/

whose equivalence class is independent of the choice of ˛. Deduce that H 1.G;O.˚//

classifies the set of isomorphism classes of quadratic spaces overK that become isomorphic
to .V; ˚/ over L (i.e., there is a one-to-one correspondence betweenH 1.G;O.˚// and the
set). Deduce that H 1.G;O.˚// ¤ 0 when K D R and L D C (assuming dimV ¤ 0).
(You may assume that H 1.G;GLn.L// D 0.)

A-6 LetH be a subgroup of finite index in the groupG, and choose a map s W HnG ! G

such that Hs.x/ D x, i.e., a representative in G for each right coset of H in G — thus
G D

S
x2HnG Hs.x/.

(a) For g 2 G, show that s.x/ � g � s.xg/�1 2 H .
For g 2 G, define

V.g/ D
Y

x2HnG

s.x/ � g � s.xg/�1 mod H c ;

where H c is the commutator subgroup of H . (Note that, because H=H c is commutative,
V.g/ is independent of the choice of the ordering of HnG implicit in the product).

(b) Show that V.g/ is independent of the choice of s, and that it is a homomorphism
G ! H=H c .

Hence, V induces a homomorphism VerWG=Gc ! H=H c — the Verlagerung or trans-
fer map.

(c) For anyG-moduleM , show that the mapm 7! N .m/ D
P
x2HnG s.x/ �m induces

a well-defined homomorphism ResWH0.G;M/! H0.H;M/.
(d) Show that the diagram

G=Gc IG=I
2
G

H=H c IG=IHIG

H=H c IH=I
2
H

'

Ver N

'

commutes (the horizontal isomorphisms are those of Lemma II, 2.6; the upward map is
induced by inclusion).
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[Assuming that the maps Res W Hr.G;M/ ! Hr.H;M/ exist, are compatible with
the boundary maps, and have the description in (c) for r D 0, this shows that they agree
with the Verlagerung on H1.G;Z/. More precisely, the above diagram can be identified
with

H1.G;Z/ H0.G; IG/

H1.H;Z/ H0.H; IG/

H1.H;Z/ H0.H; IH /:

ı

Res Res

ı

ı

id

The boundary maps arise from the augmentation exact sequences for G and H . The top
and bottom boundary maps are isomorphisms. The middle boundary map is injective,
and becomes an isomorphism in the case that G is finite when H0.H; IG/ is replaced by
H�1T .H; IG/.]

A-7 This exercise will show that cohomology doesn’t commute with inverse limits — in
fact, the map H 1.G; lim

 �
Mn/! lim

 �
H 1.G;Mn/ needn’t be injective.

Let G be a profinite group, and let

� � � Mn Mn�1 � � � M1
�n�1;n

be a projective system of G-modules. Assume
(a) each map �n�1;n WMn !Mn�1 is surjective;

(b) there is a commutative diagram

� � � MG
n MG

n�1 � � �

� � � Z Z � � �

�n�1;n


n 
n�1

p

in which each vertical map is surjective.
For any cn 2 Z,

P
pn�1cn will converge in Zp — choose a sequence cn, n � 1, such

that
P
pn�1cn converges to an element c of Zp not in Z. For each n, choose elements

xn;1; : : : ; xn;n such that
(a) for 1 � i � n � 1, �n�1;n.xn;i / D xn�1;i ;

(b) xn;n 2M
G
n and 
n.xn;n/ D cn.

Define

xn D xn;1 C � � � C xn;n

'n.�/ D �xn � xn; for � 2 G:

Thus, 'n is a principal crossed homomorphism G ! Mn. Note that �n�1;n.'n.�// D
'n�1.�/ for all n, and so there is an element '.�/ in M def

D lim
 �

Mn whose image in each
Mn is 'n.�/. Clearly, � 7! '.�/ is a crossed homomorphism G !M .

Show that ' is not a principal crossed homomorphism, i.e., show that there doesn’t
exist an element y D .yn/ of M such that 'n.�/ D �yn � yn.

Hint: write yn D xn C zn and show that z1 is fixed by G but 
.z1/ D c … Z.
Can you construct a system .Mn; �n�1;n; 
n/ satisfying the conditions?
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A-8 Do parts (a)–(d) of Exercise 5.7, p. 144, of the notes (or the whole exercise, if you are
feeling energetic). You may use the noncohomological results of Chapter IV, if necessary.

A-9 Let Ln D QpŒ�pn �, where �pn is a primitive pnth root of 1. Show that p is a norm
from Ln. Deduce that L1 D

S
Ln is the subfield of Qab fixed by recQp .p/ (union inside

some fixed algebraic closure of Qp).

A-10 Let L=K be a finite cyclic extension of number fields of degree n. Show that, for
each d jn, the set of primes p of K such that e.P=p/ D 1 and f .P=p/ D d for one (hence
all) P lying over p has polar density '.d/=n. (Hint: Try induction on d .)

The energetic may find a similarly elementary proof of the Frobenius density theorem
(weaker, much earlier form, of the Chebotarev density theorem): Let L=K be a Galois
extension with Galois group G, and let � be an element of G of order n. Show that

fp j p unramified and .p; L=K/ D �k for some k relatively prime to ng

has polar density c'.n/=ŒL W K�, where c is the number of conjugates of h�i in G. Show
also, that c'.n/ is the number of conjugates of � , and so this is consistent with the Cheb-
otarev density theorem. For hints, see Marcus 1977, pp. 207–208.

A-11 Show that 16 is an 8th power in R and Qp for all odd p (but not in Q).
[Hint: Show that QŒ�8� D QŒi;

p
2� is unramified for all odd p, and deduce that, for p

odd, Qp contains at least one of 1C i ,
p
2, or
p
�2.]

Note: This violates Grunwald’s theorem, which was widely used for 15 years.
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Solutions to Exercises

Solution to Exercise A-1.
(a) Let p be a prime ideal in OK , and let I.p/ be its inertia group. Then M D KI.p/

has the property that p \OM is unramified over p \ Z (ANT, 8.11). Hence any field fixed
by all the inertia groups is unramified over Q, and so equals Q (ANT, 4.9).

(b) The field L is Galois over Q because it is stable under any automorphism of its
Galois closure.

It’s clear the inertia groups have order 1 or 2, and so Gal.L=Q/ is generated by elements
of order 2. This doesn’t imply it is abelian (every dihedral group is generated by two
elements of order 2), but there is an extension

0! Gal.L=K/! Gal.L=Q/! Gal.K=Q/! 0;

Gal.L=K/ � .Z=2Z/s some s; Gal.K=Q/ ' Z=2Z:

and the generators of the nontrivial inertia groups have image¤ 1 in Gal.K=Q/ (otherwise
the argument in (a) would show that the ramification occurred in L=K rather than K=Q).
Let � and � generate inertia groups of order 2. Then � jK ¤ 1 and � jK ¤ 1, and so
�� jK D 1. Thus �� 2 Gal.L=K/ and so has order 1 or 2. Hence � and � commute, and
so Gal.L=Q/ is generated by commuting elements of order 2, which implies that it is an
elementary abelian 2-group.

Only the primes p1; : : : ; pt ramify in L, and corresponding to each there is only one
inertia group (there may be many prime ideals in L lying over a pi , but each has the same
inertia group because Gal.L=Q/ is abelian). Hence Gal.L=Q/ � .Z=2Z/s some s � t .
Since L contains QŒ

p
p�1 ; : : :�, which has degree 2t over Q, we see that L D QŒ

p
p�1 ; : : :�.

The rest is easy.
[Alternative proof that L D QŒ

p
p�1 ; : : :�: Because Gal.L=Q/ is an elementary abelian

2-group, L D QŒpm1;
p
m2; : : :� for some mi 2 Z (easy Kummer theory), but it’s easy to

see that QŒ
p
p�1 ; : : :� is the largest field of this type whose composite with K is unramified

over K.]

Solution to Exercise A-2.
As d � 3 mod 8, �d � 1 mod 4, and so �K=Q D �d . I write “prime” to mean

“finite prime”.
If 3 divides the class number of K, then there exists an unramified extension L of

K of degree 3 (by class field theory). As in the case d D 31, L is Galois over Q and
L D M � K with M of degree 3 over Q and non Galois over Q. By Galois theory, the

269
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unique quadratic extension of Q contained in the Galois closure of M is QŒ
p
�M=Q�, and

so �M=Q D �d � square (easy Kummer theory). If p doesn’t divide d , it doesn’t ramify
in L (nor in M ) and so p doesn’t divide �M=K . If pjd , then pOM D p21p2, which implies
(theory of differents) that p divides �M=K but not p2. Hence �M=Q D �d .

Suppose 3 doesn’t divide the class number. Because �d � 5 mod 8, .2/ stays prime1

in OK , say 2OK D p, and 3 divides the order of the ray class group Cp (the ray class group
contains .OK=p/� D F�4 — see V 1.5; here we use that d > 3 to see that the only units in
K are ˙1). We apply the same argument as before with L an extension of K of degree 3
ramified only at p. Again L DM �K withM as before except that 2 totally ramifies inM ,
and the argument shows that �M=Q D �4d .

From the table on p. 160 of the notes, we see that �M=Q D �23 is possible. From
the Minkowski bound, we see that j�M=Qj � 13 (complex primes) or j�M=Qj � 21 (no
complex prime). Stickelberger eliminates all but �15, �16, �19, �20, 21. If M has
discriminant d D �15, �19, 21, its Galois closure L D M � QŒ

p
d� is unramified over

QŒ
p
d� (otherwise some prime of Q ramifies totally in L but not in M ), but the class

numbers of QŒ
p
d� are 2, 1, and 1 respectively. For d D �16;�20, the same argument

shows that only primes lying over 2 could ramify in L D M � QŒ
p
d�, but here the class

number is 1 or 2 and the relevant ray class numbers are not divisible by 3 (2 ramifies in
QŒ
p
�1� and QŒ

p
�5�).

Note:
(a) Instead of using differents, one can use the formula in 3.39(a) of ANT (but the proof

of that uses differents).
(b) It is not too hard to compute the above class numbers by hand, but the easy way is

to use PARI.

Solution to Exercise A-3.
In the notes (and this solution), i is used ambiguously for the (obvious) homomorphisms

from Km;1 to IS.m/ and to IS[S.m/. These maps make the diagram

Km;1

ZS IS.m/ IS[S.m/

commute — here ZS is the free abelian group generated by S . The kernel-cokernel
exact sequence of the triangle gives

ZS ! IS.m/=i.Km;1/! IS[S.m/=i.Km;1/! 0;

and so
IS.m/=hSi � i.Km;1/ ' I

S[S.m/=i.Km;1/:

Thus, the subgroups of IS[S.m/ containing i.Km;1/ are in natural one-to-one correspon-
dence H $ H 0 with the subgroups of IS.m/ containing hSi � i.Km;1/. For such a pair H ,
H 0, let L be the class field of H 0. We get isomorphisms

IS[S.m/=H ! IS.m/=H 0 ! Gal.L=K/:

1If �d � 1 mod 8, it would split.
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The second map is the Artin map, induced by p 7! .p; L=K/. Certainly L=K is abelian,
and the primes in S split because they lie inH 0 (and hence have .p; L=K/ D 1). Moreover,
primes not in S.m/ don’t ramify. Finally, the composite of the two maps is also the Artin
map, and so the primes not in S [ S.m/ that split are precisely those inH . This shows that
L=K is an S -class field of H . We have shown that it has Galois group IS[S.m/=H , and it
is unique because we know which primes split in it (except possibly for a finite number).

Conversely, any L satisfying .a/ is the class field for some modulus m such that S.m/\
S D ; and some subgroupH 0 of IS.m/ containing hSi � i.Km;1/, from which it follows that
it is the S -class group of the subgroup H of IS[S.m/ corresponding to H 0.

Solution to Exercise A-4.
Alas, it is not true that every subgroup of finite index in the idèle class group is open,

even for a number field. As in I 1.5, let V be a product of a countably infinite number of
copies of Fp (or any other finite field), and let W � V consist of the elements of V all but
a finite number of whose entries are zero (so W is a direct sum of copies of Fp). With the
product topology, V is compact (and uncountable). The subspaceW is countable, but dense
in V — in fact, it maps onto any finite quotient of V . The quotient V=W is a vector space
over Fp, and so has a basis B (this requires the axiom of choice — see Jacobson, Lectures
in Abstract Algebra, Vol II, Chap. IX; to say that B is a basis means that every finite subset
of B is linearly independent and every element of V=W is a finite linear combination of
elements in B). Let S be a nonempty finite subset of B , and let W 0 be the inverse image in
V of the span of B r S . Then V � W 0 � W , and W 0 is a proper subgroup of finite index
in V whose closure is V . It can’t be open because otherwise it would be closed.

Recall (notes 5.9) that CQ ' R>0 �
Q

Z�p (topological isomorphism). Each Z�p has
an open subgroup of index 2. On taking the product of the corresponding quotient maps,
we get a continuous homomorphism

Q
p Z�p ! V , where V is a product of copies of F2

indexed by the prime numbers. Let W 0 be a nonclosed (hence nonopen) subgroup of finite
index in V . Its inverse image in

Q
Z�p is again nonclosed and of finite index, as is its inverse

image in CQ.
A similar argument shows that Gal.Qal=Q/ has nonopen subgroups of finite index —

consider its quotient group Gal.K=Q/, where K D QŒ
p
2;
p
3;
p
5; : : :� (FT 7.26).

Note that in every case we have used the axiom of choice to construct the nonopen sub-
group of finite index. Is it possible to avoid the axiom of choice and find explicit examples?

Solution to Exercise A-5.
For a map ˛ between objects on which G acts on the left, �˛ def

D � ı ˛ ı ��1 (this is
standard). Clearly, �.˛ ı ˇ/ D �˛ ı �ˇ.

Let V be a vector space over K. If a linear map ˛ W V ˝ L! V ˝ L has matrix .aij /
relative to some basis of V , then �˛ has basis .�aij /. Therefore, ˛ is “defined over K”,
i.e., of the form ˛0 ˝ 1, if and only if �˛ D ˛ for all � 2 G. A similar remark applies to
quadratic forms.

In O.˚/, � is defined to be ı.
Now let ˛ W .V; ˚/˝ L! .V 0; ˚ 0/˝ L be an isomorphism of quadratic spaces, as in

the exercise. Let '.�/ D ˛�1 ı �˛. Then

'.�/ � �'.�/ D ˛�1 ı �˛ ı �.˛�1 ı �˛/ D ˛�1 ı �˛ ı �˛�1 ı ��˛ D '.��/:

Thus ' is a crossed homomorphism. Any other isomorphism ˛0 W .V; ˚/˝L! .V 0; ˚ 0/˝

L differs from ˛ by an automorphism of .V; ˚/˝ L: ˛0 D ˛ ı ˇ, ˇ 2 O.˚/. The crossed
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homomorphism defined by ˛0 is '0 with

'0.�/ D ˇ�1 ı ˛�1 ı �.˛ ı ˇ/ D ˇ�1 ı '.�/ ı �ˇ;

which shows that '0 is equivalent to '.
Thus every .V 0; ˚ 0/ defines an element 
.V 0; ˚ 0/ 2 H 1.G;O.˚//, and it is straight-

forward to verify that if .V 0; ˚ 0/ � .V 00; ˚ 00/ then 
.V 0; ˚ 0/ D 
.V 00; ˚ 00/. Conversely, if

.V 0; ˚ 0/ D 
.V 00; ˚ 00/, then it is possible to choose the isomorphisms ˛ W .V; ˚/˝ L!
.V 0; ˚ 0/ ˝ L and ˇ W .V; ˚/ ˝ L ! .V 00; ˚ 00/ ˝ L so that they give the same crossed
homomorphism — hence ˛�1 ı �˛ D ˇ�1 ı �ˇ for all � 2 G. Now ˇ ı ˛�1 W .V 0; ˚ 0/!

.V 00; ˚ 00/ is an isomorphism such that �.ˇ ı ˛�1/ D ˇ ı ˛�1 for all � , and so is defined
over K.

It remains to show that every element of H 1.G;O.˚// arises from a .V 0; ˚ 0/. Let '
be a crossed homomorphism G ! O.˚/. Because H 1.G;GLn/ D 0, '.�/ D ˛�1 ı �˛

for some automorphism ˛ of V ˝ L. Let ˚ 0 be the quadratic form on V ˝ L such that
˚ 0 ı ˛ D ˚ . I claim that ˚ 0 is defined over K: in fact,

�˚ 0 D �.˚ ı ˛�1/ D ˚ ı �˛�1 D ˚ ı '.�/�1 ı ˛�1 D ˚ ı ˛�1 D ˚ 0:

The quadratic form ˚ 0 was chosen so that ˛ is an isomorphism .V; ˚/ ! .V; ˚ 0/, and it
follows that 
.V;˚ 0/ is represented by '.

For the final statement, note that the quadratic space .R2; x2 C y2/ is not isomorphic
to the quadratic space .R2; x2 � y2/ (the former takes only values > 0), but becomes
isomorphic to it over C.

Solution to Exercise A-6.
(a) By definition, x D H �s.x/ and xg D H �s.xg/. On multiplying the first equality by

g, we find that xg D H �s.x/g. HenceH �s.x/g D H �s.xg/, and so s.x/�g �s.xg/�1 2 H .
(b) Let .s0.x// be a second family of right coset representatives, say, s0.x/ D h.x/s.x/.

ThenY
x

s0.x/ � g � s0.xg/�1 D
Y
x

h.x/ � s.x/ � g � s.xg/�1 � h.xg/�1

�

Y
x

s.x/ � g � s.xg/�1
Y
x

h.x/

 Y
x

h.xg/

!�1
mod H c :

As x runs through the right cosets of H in G, so also does xg, and so
Q
x h.x/ DQ

x h.xg/.
For g; g0 2 G,Y
x

s.x/ � gg0 � s.xgg0/�1 �
Y
x

s.x/ � g � s.xg/�1 �
Y
x

s.xg/ � g0 � s.xgg0/�1 mod H c

D

Y
x

s.x/ � g � s.xg/�1 �
Y
x

s.x/ � g0 � s.xg0/�1

— we again used that, as x runs through the right cosets of H , so also does xg. Read mod
H c , this equation becomes

V.gg0/ D V.g/ � V.g0/:
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(c) Let .s0.x//x be a second family of right coset representatives, say, s0.x/ D h.x/s.x/.
For m 2M ,X

x

s0.x/ �m D
X
x

s.x/ �mC
X
x

.h.x/ � 1/ � s.x/ �m �
X
x

s.x/ �m mod IHM:

Thus,
m 7!

X
s.x/ �m WM !M=IHM .�/

is independent of the choice of s.
If .s.x//x is a family of right coset representatives, then so also is x 7! s.xg�1/g for

any fixed g 2 G, and soX
x

s.x/ �m �
X
x

s.x/gm mod IHM:

Hence
P
x s.x/ � .g�1/m � 0 mod IHM , which shows that the map .�/ factors through

M=IGM .
It is obviously a homomorphism of abelian groups.
(d) As Serre (1962, p. 129) says: “Il n’y a plus maintenant qu’à calculer”.
Let g 2 G. Its image in IG=IHIG the short way isX

x

s.x/.g � 1/ mod IHIG ;

and its image the long way isX
x

.s.x/ � g � s.xg/�1 � 1/ mod IHIG

For each x, there exists an hx 2 H such that

s.x/ � g D hx � s.xg/

(see the first paragraph of the solution). Now,X
x

s.x/.g � 1/ D
X
x

hx � s.xg/ �
X
x

s.xg/

D

X
x

.hx � 1/s.xg/

�

X
x

.hx � 1/ mod IHIG

D

X
x

.s.x/ � g � s.xg/�1 � 1/:

Alternatively, note that2 X
x

s.x/.g � 1/ D
X
x

s.xg/.g � 1/;

2Better (Darij Grinberg), note thatX
x
s.x/.g � 1/ D

X
x
s.x/g �

X
x
s.x/ D

X
x
s.x/g �

X
x
s.xg/;

and that
s.x/ � g � s.xg/�1 � 1 � s.x/ � g C s.xg/ D

�
s.x/ � g � s.xg/�1 � 1

�
.1 � s.xg// :
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and that

s.x/ � g � s.xg/�1 � 1 � s.xg/g C s.xg/ D .s.x/ � g � s.xg/�1 � 1/.1 � s.xg//;

which visibly lies in IH � IG .

Solution to Exercise A-7.
Suppose there exists such a y D .yn/. Following the hint, we write yn D xn C zn.

Since �yn � yn D �xn � xn, �zn D zn for all � and n. By assumption, �n�1;n maps
yn onto yn�1 and, by calculation, it maps xn onto xn�1 C �n�1;n.xn;n/. Therefore, on
applying the �’s successively to the equation defining yn, we find that (with an obvious
notation for the �’s)

yn�1 D xn�1 C �n�1;n.xn;n/C �n�1;n.zn/

yn�2 D xn�2 C �n�2;n.xn;n/C �n�2;n�1.xn�1;n�1/C �n�2;n.zn/

: : : : : :

y1 D x1 C �1;n.xn;n/C � � � C �1;2.x2;2/C �1;n.zn/:

On comparing this with equation defining z1, we find that3

z1 D x1;1 C �1;2.x2;2/C � � � C �1;n.xn;n/C �1;n.zn/:

On applying 
1 to this, we find that


1.z1/ D c1 C pc2 C � � � C p
n�1cn C 
1.�1;n.zn//:

Now, 
1.�1;n.zn// D pn�1
n.zn/, and so, on letting n!1, we find that 
1.z1/ D c … Z,
which is a contradiction.

We can construct a system .Mn; �n�1;n; 
n/ satisfying the conditions as follows. LetG
be a profinite group having quotients Gn ! Gn�1 with Gn of order pn and Gn ! Gn�1
onto (e.g., G D Zp and Gn D Z=pnZ), and let Mn D ZŒGn�. The map �n�1;n is induced
by Gn ! Gn�1. As MG

n D Z.
P
�2Gn

�/, we can define 
n to be the map sendingP
�2G � to 1.

Solution to Exercise A-8.
(a) Let A be a central simple algebra over F . If A is a matrix algebra, then A � H.1; 1/

(see (c) below). Otherwise (Wedderburn) it is a division algebra, which we now assume.
Let i 2 A, i … F . The F Œi� is quadratic field extension of F . After completing the square,
we may suppose that i2 D a 2 F . According to Noether-Skolem, there exists j 2 A such
that j ij�1 D �i . Now j 2 centralizes F Œi�, and so j 2 2 F Œi�. Because it commutes with
j , it lies in F , say j 2 D b 2 F . It remains to check that 1; i; j; ij are linearly independent.
Suppose

c C di C ej C f ij D 0; c; d; e; f 2 F:

On conjugating by i , we find that

c C di � ej � f ij D 0;

so
c C di D 0;

3Darij Grinberg suggests deleting x1;1 and c1 from the next two equations.
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which implies that c D 0 D d . Now 0 D ej C f ij D .e C f i/j , and so e D 0 D f: This
proves that A � H.a; b/.

(b) Let A D H.a; b/. If w2 � ax2 � by2 C abz2 D 0 for some w; x; y; z 2 F , not all
zero, then ˛ def

D wCxiCyj C zk is a nonzero zero-divisor, and A is not a division algebra.
Conversely, suppose that, for all nonzero ˛ 2 A, ˛ N̨ ¤ 0. Because ˛ N̨ 2 F r f0g, it has an
inverse, and so ˛ is invertible, with inverse N̨ .˛ N̨ /�1.

(c) Let ˛ D
�
0 1

1 0

�
and ˇ D

�
1 0

0 �1

�
. One checks directly that I; ˛; ˇ; ˛ˇ D�

0 �1

1 0

�
is a basis for M2.F /, ˛2 D I , ˇ2 D I , and ˛ˇ D �ˇ˛. Therefore M2.F / �

H.1; 1/. Alternatively, this follows from (b) (using Wedderburn’s theorem).
(d) The map i 7! xi , j 7! yj , defines an isomorphism of F -algebras H.a; b/ !

H.ax2; by2/. (DG suggests the map should be i 7! i=x, j 7! j=y.)
(e) Tensoring with L doesn’t change the multiplication table of a basis for H.a; b/.
(f) Let A D H.a; b/. Let I be a proper two-sided ideal in A. Because F \ I D f0g,

1C I , i C I , j C I , and ij C I have the same multiplication table as the original elements,
and so A=I is a quaternion algebra� H.a; b/. In particular, it has degree 4 over F , which
implies that I is zero. Thus, A is simple. It is easy to see that F is the centre of A.

(g) The quadratic form

w2 � ax2 � .1 � a/y2 C a.1 � a/z2

has .t; t; t; 0/ as a nontrivial zero, any nonzero t in F . Thus, we can apply (b).
(h) The quadratic form

w2 � x2 � by2 C bz2

has .t; t; s; s/ as a nontrivial zero, any s; t 2 F not both zero. The quadratic form

w2 � ax2 C ay2 � a2z2

has .at; s; s; t/ as a nontrivial zero, any s; t 2 F not both zero. Thus, we can apply (b). (Of
course, it is more interesting to do both (g) and (h) directly, without assuming Wedderburn’s
theorem.)

(i) The map 1 7! 1, i 7! i , j 7! j , k 7! �k is an isomorphismH.a; b/! H.a; b/opp.
(j) If b is a square in F , then H.a; b/ � M2.F / by (d) and (h), and a 2 Nm.F Œ

p
b�/.

Thus, assume that it isn’t. Let .w; x; y; z/ be a nontrivial zero of w2 � ax2 � by2C abz2.
If x2�bz2 D 0, then w2�by2 D 0, and all of w; x; y; z are zero, which is a contradiction.
Therefore, x2 � bz2 ¤ 0, and

a D
w2 � by2

x2 � bz2
;

which is a norm from F Œ
p
b� (being a quotient of two norms). Conversely, if a D w2�by2,

then w2 � a12 � by2 C ab0 D 0, and so .w; 1; y; 0/ is a nontrivial zero of the quadratic
form.

(k) Use IV, Lemma 3.15, to prove that H.a; b/˝k H.a; c/ � H.a; bc/.

Solution to Exercise A-9.
The pn cyclotomic polynomial is

˚.X/ D
Xp

n

� 1

Xp
n�1
� 1
D Xp

n�1.p�1/
C � � � CXp

n�1

C 1:
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Its roots are the primitive pnth roots of 1.
Let F.X/ D ˚.X C 1/. Then F.0/ D ˚.1/ D p and

F.X/ D
.X C 1/p

n

� 1

.X C 1/p
n�1
� 1
�

Xp
n

Xp
n�1
D Xp mod p:

Hence, F.X/ is an Eisenstein polynomial, and so is irreducible over Qp. Its splitting field
is Ln. Clearly Ln D QpŒ� � 1� and F.X/ is the minimal polynomial of � � 1. Therefore
NmLn=Qp .� � 1/ D .�1/degF F.0/ D p (provided pn�1.p � 1/ is even, which it except
in the trivial case n D 1, p D 2).

The second statement is obvious.

Solution to Exercise A-10.
We have to show that, for each d jn, the set of primes p of K unramified in L and with

.p; L=K/ of order d has polar density '.d/=n. We use induction on d .
If d D 1, the set consists of the primes that split completely, which we know has density

1=n D '.1/=n.
Let H be the subgroup of elements of order dividing d — it is a cyclic subgroup of

order d . An element � of G D Gal.L=K/ has order dividing d if and only if � jLH D id.
Therefore, .p; L=K/ has order dividing d ” .p; L=K/jLH D 1. But .p; L=K/jLH D
.p; LH=K/, and so .p; L=K/ has order dividing d if and only if p splits in LH — the set of
such p has density d=n. By induction, those of order d 0jd , d 0 ¤ d , have density '.d 0/=n.
Thus, the set of p such that .p; L=K/ has order exactly d is

d

n
�

X
d 0jd;d 0¤d

'.d 0/

n
D
d �

P
'.d 0/

n
:

But
P
d 0jd '.d

0/ D d (if � is a primitive d th root of 1, then �m is a primitive d 0th root of 1
for exactly one divisor d 0 of d ), which completes the proof.

Solution to Exercise A-11.
Note that �8 D 1Cip

2
, and so QŒ�8� � QŒi;

p
2�. Since they have the same degree, they

must be equal.
The discriminants of X2 � 1, X2 C 2, X2 � 2 are divisible only by 2.
Let p be an odd prime. At least one of�1; 2;�2 is a square in Fp because, for example,

if �1 and 2 are not squares, their product will be (the squares have index 2 in F�p). Hence at
least one of the polynomials splits in FpŒX�, and also in QpŒX� by Hensel’s lemma. This
shows that at least one of �1; 2;�2 is a square in Qp. Since 16 D .1 C i/8 D .

p
2/8 D

.
p
�2/8, it follows that 16 is an eighth power in Qp.
It is also an eighth power in R.
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content, 171
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analytic, 155
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direct system, 86
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Frobenius element, 20, 153
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fundamental exact sequence, 241
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G-module, 57
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Galois group, 52
group algebra, 57
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Hasse invariant, 253
Hasse principle, 234
Herbrand quotient, 81
Hilbert class field, 4, 6
Hilbert symbol, 111, 113, 245
homomorphism, 30
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idele class group, 171
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ideles, finite, 171
image, 91
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index of negativity, 252
induced, 59
inequality

first, 50
inflation homomorphism, 69
injective, 60, 91, 92
invariant map, 99
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inverse system, 55
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isomorphism, 30
isotypic, 121
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kernel, 91
kernel-cokernel lemma, 89
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L-series, Hecke, 184
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local Artin map, 22
local field, 19
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local-global principle, 234
Lubin-Tate formal group, 33

module
cyclic, 37
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morphisms, 90

nondegenerate, 235
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norm map, 77
norm residue map, 20
norm topology, 23
normal basis, 67
normalized 2-cocycle, 66
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power residue symbol, 166
power series, 27
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prime, 147
prime element, 19
prime, finite, 147
prime, real, 147
primitive, 165
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principal crossed homomorphism, 65
product formula

Hilbert, 111
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projective system, 55

quadratic form, 235
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local, 20
represent, 235
representation, 119
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restriction homomorphism, 69
ring of integers, division algebra, 139

semisimple algebra, 122
semisimple module, 119
series, Dirichlet, 183
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simple, 122
simple module, 119
skew field, 122
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splitting field, 131
splitting module, 84
structure constants, 119
symmetry, 251

Tate cohomology group, 78
theorem

Kronecker-Weber, 6
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totally disconnected, 55
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transfer homomorphism, 70
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zeta function, Dedekind, 155, 184
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