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Preface 

This work is a complete presentation of results about the definiteness of 
discrete quadratic functionals related to discrete symplectic systems. The 
definiteness is characterized via certain solutions (called conjoined bases) of 
the corresponding symplectic system, and via implicit and explicit Riccati 
matrix equations and inequalities. The motivation and history of this topic 
are included in the introductory chapter. 

The first chapter is devoted to preliminary results from the matrix theory, 
in particular to properties of symplectic matrices and properties of Moore-
Penrose generalized inverse. Moreover, the discrete symplectic system and re­
lated discrete quadratic functionals are introduced there. The second chapter 
contains definitions of some important matrices and an augmented symplec­
tic system, and several Picone-type identities. These objects are used in the 
proofs in the third chapter which contains roundabout theorems with equiv­
alent conditions for the positivity and nonnegativity of discrete quadratic 
functionals. At the end of each chapter there is a section with notes on the 
literature. 
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Chapter O 

Introduction 

This introductory chapter should respectively give the reader answers on 
questions like: what is this work about and why are these things being 
researched, who all has been involved in it, how are the presented results 
proven, and what did the author herself. 

0.1 Introduction and motivation 

In the discrete calculus of variations and control problems, a quadratic func­
tional 

N 

T0{x,u) := ^2 {xlAlCkXk + 2xlClBkuk + ulßlVkuk} 
fc=0 

arises as second variation [40]. It is useful to know whether it is nonnega-
tivite or positive or not, because its nonnegativity is a necessary optimahty 
condition, while its positivity is a sufficient optimahty condition. 

With the functional TQ we associate a linear system, called the discrete 
symplectic system, 

(%k+i\ _ íAk Bk\ ixk\ ,„, 
\uk+ij \Ck VkJ \uk) 

whose name is derived from the fact that its transition matrix is symplectic. 
Its first equation, xk+\ = Akxk + Bkuk, is called the equation of motion 
and the pairs of vector sequences ({x0 ,Xi,... ,XN+Í}, {U0,UI, ... ,tijv+i)}), 
(usually denoted by (x,u)) that solve this equation on the discrete interval 

1 
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[O, N] are called admissible. We are interested in definiteness of TQ on such 
admissible pairs. 

Discrete symplectic systems cover as a special case discrete Hamiltonianx 

system 
Xk\ (Ak Bk \ (Xk+i 

A 
uk 

Cb -Al uk 

(H) 

where in system (S) we have Ak '•= (I — Ak)
 x, Bk := (/ — Ak)

 1Bkl Ck := 
-Ck(I - Ak)-\ and Vk = Ck(I - Ak)-

lBk -AT
k+I. 

Further, Sturm 2-Liouville 3 difference equation 

^ ( - l ) W ( r f A ^ f c + r a _ , ) = 0 
v=0 

is equivalent to the discrete Hamiltonian system with the transition matrix 

/ 0 

Ak 

Ck 

Bk 

-Al 

0 
0 

0 
0 

zw 
'k 

o 

V o 

„(1) 
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o 
o 
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l is  

o 

o o 
o o 

- 1 o 
/ 

The definiteness of T is investigated not on all possible pairs of admissible 
(x,u), but on a subset of them, defined by some additional boundary condi­
tions on x0 and x^+\. The first type of these conditions, connected with JT0, is 
x0 = 0 = XN+I, and the functional is then called the functional with zero end-
points. Then there are more general types of functionals. One we get, when 
we add to the sum in To two more quadratic terms, x^YoXo and XN+1TIXN+II 

and the boundary conditions we define as M.QXO = 0 = M.\XN+\. This is 
called the functional with separated endpoints. When we add to the sum 

1Sir William Rowan Hamilton (* August 4, 1805, | September 2, 1865) was an Irish 
mathematician, physicist, and astronomer. 

2 Jacques Charles Francois Sturm (* September 29, 1803, | December 15, 1855) was a 
French-Swiss mathematician. 

3 Joseph Liouville (* March 24, 1809, | September 8, 1882) was a French mathematician. 
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in TQ just one quadratic term, but of double dimension, (x^+i) r ( x ^ % ) , 
and the boundary conditions we define as M. (XN°+I) = 0, we get another 
more general type of functional. It is called as the functional with general 
endpoints. The latter one is used for example for problems with periodic 
endpoints x0 = x^+\. 

There are various conditions equivalent to the positivity or nonnegativity 
for each type of the functional. They are usually collected together in one 
theorem, which is called a Reid roundabout theorem. (See footnote 5 on page 
4.) In this work we present together six Reid roundabout theorems, with 
conditions for the positivity and for the nonnnegativity for all three types of 
functionals. 

Exempli gratia, we show here a characterization of the positivity and 
nonnegativity of the discrete quadratic functionals via 

•& the principal solution of (S) (for the functional with zero and general 
endpoints) and via the natural conjoined basis of (S) (for the functional 
with separated endpoints), where the principal solution and the natural 
conjoined basis of (S) are the matrix solutions of (S) starting with the 
initial values (0, I) and (/ — .Mo, lo + .Mo) respectively, 

•& implicit Riccati4 equations, involving the Riccati operator R[Q]k '•= 
Qk+i(Ak + BkQk) — (Ck + T^kQk) and some other matrices, 

•& the explicit Riccati equation R[Q]k = 0 (only for the positivity, for all 
three types of the functional), 

•& the Riccati inequality (only for the positivity, for the functional with 
zero and separated endpoints), 

•& the positivity and nonnegativity of certain perturbed functionals, e.g. 
of the functional To{x,u) + CÜ||XO||2 + /3||xAř+i||2. 

0.2 History and literature 
In 1992, L. Erbe and P. Yan introduced linear Hamiltonian difference systems 
of the form (H) in [27]. The case when B is nonsingular was examined 

4Jacopo Francesco Riccati (*May 28, 1676, | April 15, 1754) was an Italian mathe­
matician. 
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first, by C. Ahlbrandt, S. Chen, O. Došlý, L. Erbe, M. Heifetz, J. Hooker, 
T. Peil, A. Peterson, J. Ridenhour and P. Yan, see [1-3,21,28-30,49-51]. 
The term "Reid roundabout theorem" for a theorem which gives equivalent 
conditions for disconjugacy of discrete Hamiltonian system, was first used 
by C. Ahlbrandt in honour of W. T. Reid5, who studied this theory in the 
continuous case, e.g. in [53-55]. The continous case was studied also by 
W. A. Coppel, e.g. in [20] and W. Kratz, e.g. in [45] and lately in [47]. 

In 1996, M. Bohner proved in [9] a Reid roundabout theorem for the 
case when Bk is allowed to be singular. Later it was extended to functionals 
with general boundary conditions by M. Bohner in [10,12], by M. Bohner, 
O. Došlý and W. Kratz in [17] and by R. Hilscher and V. Zeidan in [41,42]. 
It was proven with the use of an augmented symplectic system in dimension 
2n, which was already known from the continuous case. 

Meanwhile, in 1996, C. Ahlbrandt and A. Peterson showed in [4] that 
discrete Hamiltonian systems are a special case of discrete symplectic systems 
and, in 1997, M. Bohner and O. Došlý presented in [13] a Reid roundabout 
theorem for discrete symplectic systems which gives equivalent conditions 
for the positivity of discrete quadratic functional T with zero endpoints. 
M. Bohner later generalized some of these results to variable endpoints in [11]. 
The discrete Picone 6 identity was used in the proofs in both cases. Another 
possible approach is by diagonalizing the matrix representation of T, which 
was used in [14] by M. Bohner and O. Došlý for the Hamiltonian system (H), 
and in [35] by R. Hilscher for discrete symplectic system (S). This theory for 
symplectic systems (positivity) was then completed in 2003 by R. Hilscher 
and V. Zeidan in [40], where it is also shown that symplectic system (S) is 
the Euler7-Lagrange8 (or Jacobi9) system for the given discrete quadratic 
functional. 

A characterization of the nonnegativity of T with zero endpoints was 
derived in 2003 by O. Došlý, R. Hilscher and V. Zeidan in [24] and by 

5 William Thomas Reid (* October 4, 1907, | October 14, 1977) was an American math­
ematician. 

6Mauro Picone (*May 2, 1885, | April 11, 1977) was an Italian mathematician. 
7Leonhard Euler (* April 15, 1707, | September 18, 1783) was a Swiss mathematician 

and physicist. 
8 Joseph Louis Lagrange (* January 25, 1736, | April 10, 1813) was an Italian-Prench 

mathematician and astronomer. 
9Carl Gustav Jakob Jacobi (* December 10, 1804, f February 18, 1851) was a German 

mathematician. 
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M. Bohner, O. Došlý and W. Kratz in [18], and generalized to separated 
endpoints by M. Bohner, O. Došlý, R. Hilscher and W. Kratz in [16], in the 
latter by the diagonalization approach. 

0.3 Related topics 

Other topics on discrete symplectic systems in the current literature include 
trigonometric systems [5], discrete Prüfer10 (trigonometric) transformation 
[15], discrete hyperbolic systems and discrete hyperbolic transformation [26], 
theory of generalized zeros [13], conjugate intervals [40], coupled intervals 
[43], Sturmian comparison results [25], and discrete eigenvalue problems [19]. 
In [56] it is shown that discrete Hamiltonian systems also have a symplectic 
structure. 

Let us further mention that there also exist variable stepsize symplectic 
difference systems, 

A(xk\ 

W/ = (Ak Bk\ fxk\ 
ßk \Ck T>k) \uk) ' 

see e.g. [24,40] which can be directly reduced to the system (S), and time 
scale symplectic systems, 

A{t) B(t)\(x\ 
C(t) V(t))\u)> 

see e.g. [22, 23, 36]. In these two cases, the matrix I + ß(c T>) *S n o w s y m _ 

plectic. 
Also, it is demonstrated in [31-33,57] that symplectic difference schemes 

are the best way for solving Hamiltonian systems numerically. 

0.4 Methods of proofs 

In the substantial proofs presented in this work we have to show equivalences 
of certain statements. These are about the definiteness of a discrete quadratic 
functional, and about existence and properites of certain matrix solutions of 

10Ernst Paul Heinz Prüfer (* November 10, 1896, | April 7, 1934) was a German math­
ematician. 
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the associated discrete symplectic system (S) or a discrete Riccati equation 
or inequality. 

As all the problems are finite dimensional, most of the work is "playing 
with matrices", and using the properties of generalized inverses, symplectic 
matrices, and projections. 

Furthermore, we often use a discrete Picone-type identity to write a 
quadratic functional in the form of a square and show that it is nonnega­
tive, and thus prove the sufficiency of a certain condition for the positivity or 
nonnegativity. The necessity is proven by finding a pair on which the value 
of the functional is zero or negative, assuming the condition does not hold. 

In the proof of the roundabout theorem for the positivity of the fuctional 
with separated endpoints we use a transformation to a functional with zero 
endpoints, i.e. we add one zero element in front of the first one and one 
zero element after the last one. The functional with general endpoints can 
be transformed into an augmented functional in double dimension with sep­
arated endpoints. 

0.5 List of author's results 

Author's own results are (in order as they appear in the text): 

o A new form of the Riccati quotient Q* for an augmented symplectic 
system in dimension 2n and its relation to the the Riccati quotient Q 
for symplectic system in dimension n. (Lemmas 2.17, 2.19, page 31.) 

o Identities about the relation between the value of a functional T on 
a pair (x, u) to the value of the same functional T on another pair 
(x,u) which satisfies given boundary conditions. (Theorem 2.31 with 
Corollaries 2.33, 2.34, and Theorem 2.38 with Corollary 2.39, pages 36-
39.) 

o A characterization of the positivity of the quadratic functional with 
zero endpoints and with separated endpoints via the explicit Riccati in­
equality. (Statements (vi) and (vii) in Theorems 3.4, 3.14, pages 42, 50. 
These results are published in [37] and were obtained jointly with 
R. Hilscher.) 

o A charecterization of the nonnegativity of the quadratic functional with 
zero endpoints and with separated endpoints via the implicit Riccati 
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equation. (Statement (iii) in Theorems 3.42, 3.43, pages 69, 70. These 
results are contained in [39].) 

o A characterization of the nonnegativity of the quadratic functional with 
general endpoints via the principal solution of the corresponding sym-
plectic system. (Statement (ii) in Theorem 3.49, page 76. These results 
are published in [37] and were obtained jointly with R. Hilscher.) 

o A characterization of the positivity and of the nonnegativity of the 
quadratic functional with general endpoints via the implicit Riccati 
equation in terms of the nonaugmented Riccati operator. (Some parts 
of Theorems 3.54, 3.55, page 81.) 

o A characterization of the positivity and of the nonnegativity of all 
three types of quadratic functionals via the positivity and the non-
negativity of a perturbed quadratic functional. (Some parts of Theo­
rems 3.58, 3.59, 3.64, 3.65, 3.70, 3.71, pages 84-92.) 
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Chapter 1 

Preliminaries 

1.1 Notation and definitions 

For any matrix A G Wnxn, by AT we denote the transpose of A. By Im A, 
Ker A we denote respectively the image and the kernel of A, i.e. Im A = 
{v G Rm : v = Ac for some c G Rra}, Ker A = {ceWn : Ac= 0}. By rank A 
we denote the dimension of Im A. By A* we do not denote the conjugate 
transpose, but it is in this work a notation for certain matrix (matrices) in 
E2rax2ra arising from a matrix A in Rnxn. 

For integers a, b we denote the discrete interval {a, a + 1 , . . . , b} by [a, b]. 
In particular, we will use the intervals [0, N] and [0, N + 1]. 

Further we denote fk\0 := /iv+i — /o, for a sequence {fk}k=o-

1.2 Matrices and matrix properties 

In this section we present various properties of matrices that will be further 
used when studying discrete symplectic systems. They are stated for real 
matrices, but all hold for matrices with complex elements as well, when the 
transpose of a matrix is replaced by the conjugate transpose. 

For reader's covenience, some of the proofs are included although all of 
them can be found in the quoted literature. 

9 
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1.2.1 Moore-Penrose generalized inverse 
For every real matrix A there is a unique matrix B satisfying the four equa­
tions 

ABA = A, BAB = B, (AB)T = AB, (BA)T = BA. (1.1) 

This unique matrix B is known as the Moore1-Penrose2 inverse and we 
denote it by A^. Some of its properties are 

{A^ = A, (AT) t = (A t)T, Ker A* = Ker AT. 

Remark 1.1. Since the matrix operations of the transpose and the Moore-
Penrose inverse are commutative, we denote by A^T when both are applied 
to a matrix A. 

Full-rank factorization. For every real matrix A G Wnxn with rank A = 
r > 0 there exist matrices F G Wrixr,R G Wxn with rank F = rank i? = r, 
such that A = FR and this formula is called a full rank factorization of A. 

Explicit formula for generalized inverse. If A G M.mxn with rank A = 
r > 0 has a full-rank factorization A = FR, then 

At = RT(RRT)-1(FTF)-1FT. (1.2) 

This further implies 

AJfA = RT(RRT)-lR and AA] = F(FTF)~lFT. (1.3) 

The Moore-Penrose generalized inverse is a useful tool for describing the 
relations between image and kernel of a matrix. The following conditions 
hold 

KerA = lm(I - AjA), Im A = Ker (I - AA]), (1.4) 

KerFCKerVy <* W = WV]V <* W] = V]VW\ (1.5) 

Im V C Im W <* V = WW]V <* V] = V]WW]. (1.6) 

Lemma 1.2. Leí A G Rmxra and 6 G E m . T7ie equation Ax = b has a 
solution if and only if AA^b = b, and then all solutions have the form x = 
A^b + (I — A^A)j for some 7 G Era. Consequently, if there exists at least one 
solution x of Ax = b, then x = A^b is one of the solutions. 

Proof. It follows from equivalences (1.4). D 
1Eliakim Hastings Moore (* January 26, 1862, | December 30, 1932) was an American 

mathematician. 
2Sir Roger Penrose (* August 8, 1931) is an English mathematical physicist. 
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1.2.2 Projection 
A matrix A is called a projection, if A is symmetric and AA = A. Some of 
its properties are 

A = A\ KerA = I m ( J - A), Im A = Ker (I - A). 

1.2.3 Other matrix properties 

Lemma 1.3. For any real matrix A the following identity 

(I + AAT)-l = I-A(I + ATA)-lAT (1.7) 

holds. 

Lemma 1.4. If A E Rnxn is a real symmetric matrix with the smallest 
eigenvalue Amin and the largest eigenvalue Amax; then for any vector u e R " 
we have 

Amin IMI2 < vTAv < Amax \\v\\2. (1.8) 

1.2.4 Symplectic matrices 

Let n E N and J be a real 2n x 2n matrix, J = (_°7 o) • Some properties of 
J are 

J'1 = JT = -J, J2 = -I, det J =\. (1.9) 

Definition 1.5. A real 2n x 2n matrix S is called symplectic if ST JS = J. 

The simplest examples of symplectic matrices are the 2n x 2n matrices J 
and / . In general, symplectic matrices can be characterized by the following. 

Lemma 1.6. If S has nxn block entries A,B,C,V, i.e. if S = (cv)> ^ e n 

S is symplectic if and only if one of the following equivalent conditions is 
satisfied 

ATC = CTA, BTV = VTB, ATV - CTB = I, (1.10) 

S" ={-CT IT), du) 
<S_1 is symplectic, (1-12) 

ST = í „ T _ T ] is symplectic, (1-13) 

VCT = CVT,ABT = BAT,VAT - CBT = I. (1.14) 
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Proof. We can see it from the following calculations 

qT/rq _f-CTA + ATC ATV-CTB\_fO I\_/J. 
ö J Ö - ( BTC-VTA -VTB + BTV ~[-I o J ~ J ' 

ss-1 

VTA - BTC VTB -BTV\ _(I 0 
-CTA + ATC -CTB + ATVJ [o I 

(AVT - BCT -ABT + BAT\ f I 0 
\CVT-VCT -CBT + VAT U / 

q„~T_i -BAT + ABT -BCT + AVT\ _{0 ŕ 
ÖJÖ [ -VAT + BBT -VCT + CVT)-\-I 0,1 ~ J ' 

o-ir T o - i / CVT - VCT -CBT + VAT\ ( 0 A _ 
ó J ó " ' - ^ i ? T + ßcT ^ ß T - ß ^ T J - [-1 o,1 " J -

D 

Next two lemmas describe some properties of the eigenvalues and the 
determinant of a symplectic matrix. 

Lemma 1.7. If X E C is an eigenvalue of a symplectic matrix S, then j is 
also an eigenvalue of S. Consequently, if A = 1 or A = — 1 is an eigenvalue 
of S, then its multiplicity is even. 

Proof. From Definition 1.5 we get J~lSTJ = <S_1 i.e. ST and <S_1 are 
similar and thus have the same spectrum. So if A is an eigenvalue of S, then 
it is also an eigenvalue of <S_1, and then j is an eigenvalue of S. D 

From Definition 1.5 and (1.9) we can see that (det<S)2 = 1. The next 
lemma shows that the determinant of a symplectic matrix is actually 1. 

Lemma 1.8. If S is a symplectic 2n x 2n matrix, then detS = 1. 

Proof. Let Ai , . . . , A2« be the eigenvalues of S, including multiplicities. Since 
the eigenvalues appear in pairs A and j and, since A = — 1 has an even 
multiplicity (provided it is an eigenvalue at all), it follows that det<S = 
Al . . . A2ri = 1- D 

Remark 1.9. When n = 1, we have in the above lemma if and only if i.e. 
a matrix S = (a \) is symplectic if and only if detS = ad — bc= 1. 
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The following lemma shows how to perturb a symplectic matrix S in 
order to obtain a new symplectic matrix S. 

Lemma 1.10. Let S be a symplectic 2n x 2n matrix and define S := S + TZ 
with TZ = (G H)- The matrix S is symplectic if and only if GTA and HTB 
are symmetric, and the identity HTA = BTG holds. 

Proof. We have 

sFjs = (s + n)Tj(s + n) = sTjs + sTjn + nTjs + nTjn 

7 + ST7K + <RT7S 7 + (ATG - °TA ATR - °TB) 
-J +Ó JhC+hCJÖ-J + \ßTG_HTA BTH_HTBJ-

Hence, STJS = J if and only if HTA = BTG and GTA and HTB are sym­
metric. D 

1.3 Discrete symplectic systems 

Let N G N and let Xk e Rnxn, Uk G Rnxn be real n x n matrices and 
xk G Rn and uk G Rn be real vectors, for k G [0, N + 1] and Sk = ( ^ | * ) 
be a symplectic 2n x 2n matrix for k G [0, A ]̂. The pair of matrix sequences 
( { X 0 , X i , . . . , X J V + I } , {i/o, Ui,..., C/iv+i)}) we denote by (X, U) and the pair 
of vector sequences ({xo ,x i , . . . ,XN+I}, {UO,UI, • • • ,UN+I)}) we denote by 
(x,u). 

In order to simplify the formulae, we sometimes omit the index k, when 
the formula holds for any k G [0, N + 1]. 

Definition 1.11 (Discrete symplect ic sys tem) . The system 

Xk+1 = AkXk + BkUk, Uk+1 = CkXk + VkUk, ke[0,N]. (S) 

is called a discrete symplectic system. 

System (S) can be written as a vector or matrix system 

(Xk+\\ _ c IXk 

uMj H ; I J - i c j = s ' U ; j - fce|o'Ar|^ <s) 

Remark 1.12. As every symplectic matrix is invertible (see Lemma 1.6), 
system (S) has unique solutions for arbitrary initial point k0 G [0,X] and 
initial values at k0. 
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Remark 1.13. If a pair (X, U) is a matrix solution of (S), then 

Xk = 'DkXk+\ — £>fc Uk+i, Uk = —Ck Xk+i + Ak Uk+i- (1-15) 

This follows from (1.11). 

Denote Wk := ( ffc ) J (*k) = X%Uk - U^Xk. The following theorem \ukJ u \uk 

shows that if (X,U) and (X,U) are solutions of (S), then Wk is constant 
and, thus, we can write Wk = W. The matrix W is called a Wronskian3 of 
the solutions (X, Č7) and (X, U). 

Theorem 1.14 (Wronskian identity) . If (X,(J) and (X,U) solve (S) ; 

then Wk is constant on [0, N + 1]. 

Proof. We show that M4 = Wk+i for fee [0, N]. We have 

-^fc+lA ^ / Xk+l \ _ IXk\ QTrrQ (Xk\ _ (Xk\ q-(Xk 

uk+1
 J[uk+1 (üj SkJSk(uj (üj J\uk 

and this implies Wk+\ = Wk = W is constant everywhere on [0, N + 1]. D 

Definition 1.15 (Conjoined basis) . A matrix solution (X,U) of (S) is 
called a conjoined solution if ( ̂  ) J ( ̂  ) = 0, i.e. if XkUk symmetric on 
[0, N + 1]. If, moreover, rank ( ^ ) = rank (Xk, Uk) = n, then it is called a 
conjoined basis. 

Remark 1.16. Because of Theorem 1.14, and from the fact that í v
k+1 

is obtained from ( v
k ) via the multiplication by an invertible matrix (and 

vice versa), it is enough to check the properties of a conjoined basis at one 
index k, in particular at the initial point k = 0, since then they hold for all 
k E [ 0 , X + 1 ] . 

Definition 1.17 (Normalized conjoined bases) . Two conjoined bases 

(X, Ü) and (X, U) are called normalized conjoined bases if ŕ ^ j J ( ^ ) = 

J , i . e . •ňXT
kUk-Uk

TXk = I. 

3Josef Hoěné-Wroňski (* August 23, 1778, | August 8, 1853) was a Polish eccentric 
philosopher ol mathematics. 
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Remark 1.18. The identity X1 U - U1 X = I implies that rank(§) 
rank ( ^ ) = n. 

Lemma 1.19. Solutions (X,U) and (X,U) are normalized conjoined bases 
if and only if the matrix ('§'§) is symplectic. 

Proof. From (1.10) we have that (^ ^ ) is symplectic if and only if 

XTU=UTX, XTÜ=ÜTX, XTU -ÜTX = 1, (1.16) 

which, by using Remark 1.18, is the definition of normalized conjoined bases. 
D 

From other properties (1.10)—(1.14) of symplectic matrices we further get 
that (X, Ü) and (X, U) are normalized conjoined bases if and only if 

X X T = X X T , UÜT = ÜUT, UXT -ÜXT = I, (1.17) 
T 

X X 
u v / 

1 
X X 
u u 

'XT UT\ 
XT uT) 
UT -XT 

-UT XT 

is symplectic, (1-18) 

is symplectic. (1-19) 

These equivalent conditions further imply that 

rank (X X) = rank (Ü U) = n. (1.20) 

Lemma 1.20. For any conjoined basis (X, U) there exists another conjoined 
basis (X, Ü) such that (X, Ü) and (X, U) are normalized conjoined bases. 

Proof. We take the (unique) solution (X, Ü) of (S) with X0 = U0(XjX0 + 
UjfUo)-1, U0 = -X0(X0

TX0 + UfUo)-1. Then (X,U) and (X,U) are nor­
malized conjoined bases. D 

Definition 1.21. The solution (X,Ů) of (S) with X0 = 0, UQ = I is called 
the principal solution of (S). The solution (X, U) of (S) with X0 = I, (Jo = 0 
is called the associated solution of (S). 

Remark 1.22. The solutions (X, U) and (X, U) from Definition 1.21 are 
normalized conjoined bases of (S), and ( ^k fk ) = Sk-\Sk-2 • • • So for all 
k E [l, N + 1]. Sometimes they are called the special normalized conjoined 
bases of (S). 
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Remark 1.23. In the literature another associated solution of (S) is often 
used, namely the solution (X, U) of (S) with X0 = —/, UQ = 0. Then (X, U) 
and (X, U) are normalized conjoined bases (in the opposite order compared 
to Definition 1.21). See e.g. [11,17,40]. 

For any normalized conjoined bases (X, Ü) and (X, U) we can write Sk 

in terms of these solutions. 

Lemma 1.24. Let (X,U) and (X,U) 
Then 

<j _ (Xk+i Xk+i 

\Uk+\ £4+1 y 

be normalized conjoined bases of (S). 

\ / Uk
T -Xk

T\ 

1 [-ÜI XT ) • 
More specifically, 

Ak = Xk+iUk — Xk+\Uk , Bk 

Cfc = Uk+\Uk — Uk+\Uk , Vk 

= -Xk+iXk + Xfc+iXfc , 

= -Uk+iXk + Uk+iXk . 

Lemma 1.25. Let (X, U) be a conjoined basis of (S) and let k E [0, N]. The 
following conditions are equivalent. 

KerX f c + i C KerX fc, (1.22) 

Xk = XkXk+1Xk+i, (1-23) 

I m ß f c C I m X f c + 1 , (1.24) 

ßfc = Xk+iXk+lBk. (1-25) 

Proof. From condition (1.5) we have the equivalence of conditions (1.22) and 
(1.23), and from condition (1.6) we have the equivalence of conditions (1.24) 
and (1.25). Now let condition (1.23) hold and let (X, Ü) be such that (X, Ü) 
and (X, U) are normalized conjoined bases of (S). (It exists by Lemma 1.20.) 
Using identity (1.23) in the formula for Bk in (1.21) and the symmetry of 
Xk+iXk+1, see formula (1.17), we get 

Bk = -Xk+\Xk+lXk+lXk + Xfc+1Xfc = Xfc+1(Xfc - Xk+lXk+lXk ), 

which implies condition (1.24). 
Conversely, from identities (1.15) and (1.25) and symmetry of Xk+lUk+\ 

we have 

Xk = T^kXk+i - Bk Uk+i = (Vk - BkXk+1Uk+1)Xk+i, 

which implies condition (1.22). The proof is complete. D 
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Condition (1.22) is called the kernel condition and it plays an important 
role in the definition of a focal point. (See Section 3.1.) In this definition, 
there is also a matrix P, which we introduce in the next lemma. 

Lemma 1.26. If (X,U) is conjoined basis of (S) with KerXfc+i C KerX^ 
for some k E [0,N], then the matrix 

Pk := XkXl+lBk, ke[0,N], (1.26) 

is symmetric. 

Proof. From the formula for Bk in (1.21) and from (1.23) we get 

Pk = x f cx f c + 1x f c + 1x f c - XfcXfc+1Xfc+1Xfc 

= xkXk - XkXk+lXk+1Xk+1Xk+lXk , 

where (X,Ü) and (X,U) are normalized conjoined bases of (S). The last 
matrix is symmetric due to the symmetry of XkXk and Xk+\Xk+l. D 

1.4 Admissible sequences 

Definition 1.27. A pair (x,u) satisfying 

xk+i = Akxk + Bkuk for k E [0, N], (1.27) 

is called admissible. Equation (1.27) is called the equation of motion. 

Remark 1.28. Sometimes we use a more precise term and we say that a pair 
(x,u) is admissible with respect to (A,B), or that (x,u) is (A, B)-admissible. 

For a given u and xo, the equation of motion gives us a unique x such that 
the pair (x, u) is admissible. This is the content of the next lemma, which 
uses certain controllability matrices. First we define the transition matrices 

$fcj := Ak-i Ak-2 ...Aj for k > j and $fc,fc := I-

Since the matrices Ak may be in general singular, §kj may also be in general 
singular. Next, we define the controllability matrices 

Go := 0, Gk := ( $ M B 0 $fc)2ßi • • • $k,k-iBk-2 Bk.x) E Rnx^ 
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and the restriction operator %. : ]R(Ai+1)ra —• ]Rrafc by 

%u :--
í UQ \ 

\Uk-lJ 
with u :-

fun\ 

\UNJ 
(1.28) 

In fact, % is the kn x (N + 1) n matrix % = (hnxkn Oknx(N+i-k)n) and 
TN+I = I-

Lemma 1.29. A pair (x,u) is admissible if and only if 

xk = ($fc,o GkTk) [ X^ ) for all k G [0, N + 1] 

with the (N + ľ)n-vector u defined in (1.28). 

Proof. We have 

Akxk + ßfcMfc = Ak ($fc,o GfcT̂  

(1.29) 

Xo 
u BkUk 

— (&k+l,0 Gk+l%+l) 
Xo 
U 

which implies the equivalence. D 

Now we state an important lemma. It says that kernel condition (1.22) on 
[0, N] implies the image condition, i.e. Xk G ImXfc holds for all k G [0, N + 1] 
and for an admissible (x,u) with xo G ImX0. 

Lemma 1.30. If (X,U) is conjoined basis of (S) with KerXfc+i C KerX^ 
for all k G [0, N] and (x, u) is admissible with xo G ImX0 ; then Xk G ImX^ 
for alike [0,X + 1]. 

Proof. It suffices to show that x k G ImXfc implies Xk+\ G ImXfc+1. Let 
Xk = XfcC. Then 

xk+\ = Akxk + Bkuk = AkXkc + BkUkc + Bk(uk - Ukc) 
= Xk+\c + Bkiuk - Ukc) = Xk+\[c + Xl+1Bk(uk - Ukc)], 

where we used (1.25). Thus, Xk+i G I m l ^ i . D 

file:///Uk-lJ
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1.5 Discrete quadratic functional 

For a pair (x,u) and symplectic 2n x 2n matrices Sk = ( c* v
k
k), k E [0, N], 

we define the discrete quadratic functional 

N 

Fo(x,u) := ^2 {xlAlCkXk + 2xlClBkuk + v^^Vkuk). (1.30) 
fc=0 

By using the last identity in (1.10), we can write TQ(X,U) in the equivalent 
form 

N 

Fo(x,u) = y~] {(Akxk + BkUkfjCkXk + T>kUk) -x\uk). (1.31) 
fc=0 

L e m m a 1.31. If (x,u) is a solution of (S) and (x,u) is admissible, then 

FQ{X,U) = xluk\0 , (1-32) 
N 

To{x,ü) = x1uk\Q +^2xl+1(CkXk + T>kük-ük+i), (1.33) 
fc=0 

TQ{X + X,U + U) =x1uk\0 +2x1uk\0 +Jro(x,u). (1-34) 

Proof. Identities (1.32) and (1.33) can be directly seen from (1.31). For 
(1.34), we have 

TQ(X + x,u + u) = TQ^X^U) + TQ(X,U) + Toix^u) + Toix^u). 

Now the two middle terms are equal, because 

(Akxk + Bkük)T(CkXk + Vkuk) - xT
kuk 

= (AkXk + BkUk)T{CkXk + VkUk) - x{uk, 

and together with the first term they can be simplified as in (1.32). D 

Another way how to write TQ(X,U) for an admissible (x,u) is to replace 
BkUk in the last two terms in (1.30) by Xk+i — AkXk- There exists a symmetric 
n x n matrix Sk such that BkT>k = BkSkBk, for example Sk = BkBkVkBk. 
Denote by 

gk:=iAT
kSkAk-AT

kCk CT
k-A

T
kEk\_ ( 1 3 5 ) 

\ L-fc — t-kAk Ok I 
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Lemma 1.32. If (x,u) is admissible, then 

*(*•«> = Ž O H * ) - <L36> 
Proof. This follows by a direct computation. D 

1.5.1 Functionals with boundary conditions 
Let Mo, Mi be real n x n projections and Lj, ľi be symmetric n x n matrices 
satisfying TÍ = (I - MÍ) TÍ (I - MÍ), i = 0,1, and let M be real 2n x 2n 
projection and T be symmetric 2n x 2n matrix satisfying T = (I — M) T (I — 
M). We consider respectively 

X the functional with zero endpoints, 

N 

Jzo{x,u) = s^2l {xlAlCkxk + 2xlClBkuk + ulBlVkuk} , 
fc=0 

Xo = 0,XJV+I = 0, 

^ the functional with separated endpoints, 

T{x,u) := XQT0X0 TXT
N+JT\XN+\ + TQ{X,U), (1-37) 

MQX0 = 0, M\xN+i = 0, 

4 the functional with general endpoints, 

F(x,u):=[ r
X° ) T ( XO )+TO{X,U), (1.38) 

Ml Xo ] = 0. 
XN+1 

Remark 1.33. The functional with zero endpoints is a special case of the 
functional with separated endpoints, when Mo = M\ = I and r0 = I\ = 0. 

Remark 1.34. The functional with separated endpoints is a special case of 
the functional with general endpoints, when M = ("A °̂ ^ ) and T = ( Q° r\ ) • 
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The following lemma is a modification of Lemma 1.29. 

Lemma 1.35. A pair (x,u) is admissible and M.QXQ = 0 if and only if 

Xk = ($fc,o(/ - Mo) GkTk) (XA for all ke[0,N+l], (1.39) 

with (N + l)n-vector u defined in (1.28). 

Proof. It follows from Lemma 1.29. D 

1.6 Notes 

Various matrix properties can be found in [7]. The theory of the Moore-
Penrose inverse including Lemma 1.2 is from [6], and Lemma 1.3 is from [34]. 
The properties of symplectic matrices can be found in [4,7,48]. In particular, 
Lemmas 1.7, 1.8 are from [48], while Lemma 1.10 is from [19,37]. 

Discrete symplectic systems were introduced in [4]. Most of Section 1.3 
is from [13], Lemma 1.25 is from [4,46], while Section 1.4 is from [13,40]. 
Finally, Lemma 1.32 can be found in [35] or [37]. 
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Chapter 2 

Various important tools 

2.1 Picone identity 
A Picone-type identity is used when we want to write a quadratic functional 
T in the form of a square and to show that T is nonnegative. (Which happens 
quite often in the proofs of roundabout theorems in the next chapter.) The 
Picone identity was discovered by M. Picone [52]. We present here its discrete 
version, introduced in [9] for Hamiltonian systems (H) and in [13] for discrete 
symplectic systems. Furthermore, in the next section we present a generalized 
version involving a parameter a G W1, which will be particularly useful for 
functionals with general endpoints. 

First we introduce a symmetric matrix Q (which is closely related to 
matrix solutions of discrete symplectic system), a Riccati operator R[Q], and 
another symmetric matrix V, because they all appear in the Picone identity. 

2.1.1 Matrix Q 

For every pair (X, U) of n x n matrices with XTU symmetric there exists 
symmetric n x n matrix Q such that 

QX = UX]X. (2.1) 

There are several possible ways how to define the matrix Q. 

• Let 
Q : = [ / X t + ( [ / X t ) T ( / - X X t ) . (2.2) 

23 
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To show that the matrix Q is symmetric we have to use only the symmetry 
of XTU andXXl 

• If rank(XT, UT) = n, then there exists a pair (X, Ü) such that XTU is 
symmetric and XTU — UTX = I, see Lemma 1.20. Then we can define 

Q:=UX]-{UX]X-U)(I-X]X)UT. (2.3) 

This definition of the matrix Q was introduced in [9] and it is more popular. 
(Used e.g. in [13], [18], [37].) 

• Sometimes it suffices to have a symmetric matrix Q with 

XTQX = XTU, (2.4) 

which follows from (but is not equivalent to) (2.1). Then we can define 

Q := XXUJX]. (2.5) 

• If the matrix X is invertible, then all previous definitions reduce to Q = 
UX~\ 

2.1.2 Riccati operator and matrix V 

Definition 2.1. For symmetric matrices Qk, k G [0, N], we define the discrete 
Riccati operator R[Q]k associated with the symplectic system (S) by 

R[Q]k •= Qk+i{Ak + BkQk) - (Ck + VkQk). (2.6) 

Lemma 2.2. If (X,U) is a conjoined basis of (S) and identity (2.1) holds 
forQk, Xk, Uk, andQk+i, Xk+1, Uk+1 in place ofQ,X,U, then 

Xk+iR[Q]kXk = 0, 

XT
k{Ak + BkQk)

TR[Q]kXk = 0. 

If moreover Ker Xk+i C KerX^, then 

R[Q]kXk = 0. (2.7) 
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Proof. It is a consequence of the identity 

R[Q]kXk = Uk+i(Xk+1Xk+i — I)XkXk, (2.8) 

the symmetry of XkUk, and Lemma 1.25. D 

Remark 2.3. Equation (2.7) is sometimes called an implicit discrete Riccati 
matrix equation. For another proof of equation (2.7) in Lemma 2.2 see [13]. 

L e m m a 2.4. / / (X, U) is a conjoined basis of (S) and identity (2.4) holds 
forQk, Xk, Uk, andQk+i, Xk+i, Uk+\ in place ofQ,X,U, then 

Xk+iR[Q]kXk = (Xk+1Qk+i — Uk+1)Bk(QkXk — Uk). 

Proof. The following calculation 

Xk+iR[Q]kXk = Xk+l[Qk+iXk+i — £4+i + (Qk+iBk — T^k){QkXk — Uk)] 
= Xk (QkXk — Uk) + (Xk+1Qk+i — Uk+1)Bk(QkXk — Uk) 

implies the identity. D 

For symmetric n x n matrices Qk we define a symmetric matrix 

Vk := VT
kBk - BlQk+iBk. (2.9) 

The next lemma shows that if kernel condition (1.22) holds, then the matrix 
V is equal to the matrix P defined by (1.26). 

L e m m a 2.5. If (X,U) is a conjoined basis of (S), KerXfc+i C KerX^ and 
(2.1) holds for Qk,Xk,Uk, and Qk+i, Xk+i, Uk+\ in place ofQ,X,U, then 

V'k = XkXk+1Bk-

Proof. From (1.25) we have 

Vk = iPk - BkQk+i)Xk+iXk+lBk 

= (Dk
xk+i - Bk Uk+i)Xk+1Bk =XkXk+1Bk, 

and hence Vk = Pk holds. D 

Remark 2.6. As the matrix Vk is symmetric, Lemma 1.26 is a corollary of 
Lemma 2.5. 
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2.1.3 Picone identity 
Lemma 2.7. Let (x,u) be admissible, Qk symmetric for k E [0, N + 1], and 
Wk '•= Uk — QkXk for k G [0, N]. Then for k G [0, N] we have 

xT
kAT

kCkXk + 2xlCkBkuk + uT
kBT

kVkuk - A(xlQkxk) - wlVkwk 

= xl(Ak + BkQkf R[Q]kXk - 2xl+lR[Q]kXk, (2.10) 

and 
(VT

k - BT
kQk+l) xk+l = xk + VkWk - BT

kR[Q]kxk. (2.11) 

Proof. Let ak := {Ak + BkQk) xk and ck := (Cfc + VkQk) xk- Then we have 

AkXk + ßfctifc = ( A + BkQk) xk + ßfcWfc = ak + -BfcWfc = xfc+i, 
CfcXfc + ľfctífc = (Ck + üfcQfc) Xfc + Vkwk = ck + üfcWfc. 

Now we prove identity (2.10) by showing 

xlAlCkXk+2 xlCkBkuk + uT
kB{VkUk 

= (AkXk + BkUkfiCkXk + £>fcttfc) - xjFtifc 

= alck + w{BT
kVkWk + 2wT

kB
T

kck - xT
kQkXk 

= (al + 2wlBk)ck + wlBlVkwk + A(xlQkxk) 

- (ak + BkWk)TQk+i(ok + ßfcWfc) 

= (aft + 2wkBk)(ck - Qk+iOk) 

+ wT
k(B

T
kVk - BkQk+iBk)wk + A(xlQkxk) 

= (al - 2xl+1)(Qk+iak - ck) + wT
kVkwk + A(xT

kQkxk) 

= [xl(Ak + ßfcQfc) - 2xfc+1]
Ti?[Q]fcxfc + wlVkWk + A(xfcQfcXfc). 

Finally we prove identity (2.11) by showing 

(Vl-BlQk+i)xk+i= (T>l-BlQk+i)(Ak + BkQk)xk + 'PfcWfc 

= [/ + i^Cfc + VlBkQk-BlQk+1{Ak + #fcQfc)K + PfcWfc 

= xk- BlR[Q]kxk + 'PfcWfc. 

This completes the proof of this lemma. D 
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Lemma 2.8. Let the assumptions from Lemma 2.7 hold and let (X,U) be 
a conjoined basis such that Xk E IniX^ and Xk+i E I m l ^ i . Assume that 
identity (2.1) holds for Qk,Xk,Uk and Qk+i,Xk+i,Uk+i in place ofQ,X,U. 
Then 

xlAlCkXk + 2xlClBkuk + u^BlVkUk - A(xlQkxk) - wT
kVkwk = 0. 

If moreover Ker Xk+i C KerX^, then 

(pi - BlQk+i) Xk+i = xk + Vkwk. (2.12) 

Proof. It follows from Lemma 2.2 and Lemma 2.7. D 

Theorem 2.9 (Picone identity). If(X,U) is a conjoined basis of (S) and 
(x,u) is admissible with Xk E ImX^ for k E [0, N + 1], then 

N 

T0{x,u) = xlQkXk\0 +y^ywk
rTkwk, 

fc=0 

where Wk = Uk — Qk%k, V k = B\T>k — B^Qk+iBk, and Q k are symmetric 
matrices with QkXk = VkX\Xk-

Proof. It follows directly from Lemma 2.8. D 

2.2 Generalized Picone identity 
In this section we describe a transformation of the system (S) introduced in 
Section 1.3 into dimension 4n. Thus we get a new bigger symplectic system, 
a quadratic functional, etc. and among other things also a new Picone-type 
identity. 

2.2.1 Augmented symplectic system 
First let us define the 2n x 2n matrices 

A*_{I °\ m-f° °\ r* - f° °\ <n* í1 ° 
^ f c - l o Ak ľ k'~\0 Bkľ L k - \ 0 Ckľ ^ - [ O Vk 

and the 4n x 4n matrix J t •= f ° J 
(2.13) 

k •— \ -i o )• 
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Lemma 2.10. The matrixS^ := ( ti ^i ) is symplectic, i.e. S*k
TJkSl = Jk . 

\ k k J 

Proof. We have 

-^ = (U i j • ̂  - (U „y • p•") 
^ f f̂c = (̂ 0 ^ J , Cf B£ = (^ c y ß J , (2.15) 

AfV*k - CfB*k = (^ ATVk _ CTBkJ = [Q jj. (2.16) 

This together with (1.10) imply the statement. D 

Let XI, Uk, Ql be real 2n x 2n matrices, k E [0, N+ 1]. Then the system 

X*k+1 = A*kX* + B*kU*k, U*k+1 = C*kX*+V*kU*k, ke[0,N], (S*) 

is an augmented discrete symplectic system. 
We denote by R*[Q*] the corresponding augmented Riccati operator, i.e. 

R*[Q*] •= QUÁAt + BIQl) - {CI + VlQl). (2.17) 

Lemma 2.11. A pair (X*,U*) is a solution of (S*) if and only if X* = 
( x x) and U* = (u (y), where K,L, M, N are constant matrices and where 
(X,U), (X,U) are solutions of (S). 

Proof. The following identities 

A*kX*k + B*kU*k = 

C*kX* + V*kU*k 

K L 
AkXk + BkUk AkXk + BkUk 

M N 

. ckxk + vkuk ckxk + vkuk/ 
imply the statement. D 

Lemma 2.12. Pairs (X,Ü) and (X,U) are normalized conjoined bases of 
(S) if and only if the pair (X*, U*), defined by 

X- := (» 0 , tr = (7/ °) . (2.18) 

is conjoined basis of (S*). 
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( \ 
Proof. We have rank(^* ) = rank I _^ -Q J = 2n. Furthermore, X*TU* = 

V u ü J 
í _jK,j^JTU \TJJ ) and this is a symmetric matrix if and only if (X, Ü) and 
(X, U) are normalized conjoined bases of (S). D 
Remark 2.13. We often use the conjoined basis defined by the principal 
solution (X, U) and the associated solution (X, U) of (S), 

Lemma 2.14. Let a,ßk G Era and define 2n-vectors 

4 := ( ^ ) ,ke[0,N + l], u*k:= ( ^ , k G [0, X]. 

r/ien (x*, tí*) is admissible w.r.t. (A*, B*) if and only if (x,u) is admissible 
w.r.t. (A,B). 

Proof. We have A*kx*k + B*ku*k = ( ž £ ) U ) + ( 8 £ ) (2í) = ( M W J . 
and (̂ fc;Cfc+i3fc«fc) = (xfc+!) if and only if the equation Akxk + Bkuk = xk+i 

holds. D 

Let A*,B*,C*,V* be the 2n x 2n matrices defined in (2.13). Then we 
introduce the following quadratic functional 

N 

•s Q \X , U J '.— y \ Xk </\-k ^k^fc i ^ ^k k k^k ' ^k k k^k I ' 

fc=0 

Lemma 2.15. Let x*k := ("k
k),k G [0, N + 1] and u*k := (£*) ,k G [0,X]; 

where ak,ßk,xk,uk are arbitrary n-vectors. Then TQ(X*,U*) = Toix^u). 

Proof. It follows from identities (2.14) and (2.15). D 

2.2.2 Big matrix Q* 

In this subsection, let (X, Ü) and (X, U) be normalized conjoined bases of 
(S) and let X* and U* be the 2n x 2n matrices defined in (2.18). 
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Lemma 2.16. The following identities hold 

-x+x x+ 
x*] ' (/ + xTx)-\i + XTXXtX) (/ + xTx)-1xT(/ - xxt) 

(2.20) 
and 

X*+X* = (X]* °^J . (2.21) 

Proof. The four properties of the generalized inverse in (1.1) can be easily 
verified by a direct computation. D 

Let Q be a symmetric matrix and define 

_ _ (XTQX - XTÜ ÜT - XTQ\ 
^ - \ Ü-QX Q J' [ ] 

Lemma 2.17. Let the matrix Q* be defined by (2.22). Then Q* is symmetric 
and 

(i) QX = UX^X if and only ifQ*X* = U*X*^X*, 

(ii) X T QX = UTX if and only ifX*TQ*X* = U*TX*. 

Proof. The symmetry of Q* follows from the symmetry of Q and XTU. The 
equivalence in (i) is obtained from 

_ (XT(UX^X - QX) - X tX 0 \ t _ /-XtX 0 \ 
QX -{ QX a), U X X - ^ x t x aJ , 

where we used identities (1.16) for a conjoined basis and identity (2.21). The 
equivalence in (ii) follows from 

v*Tn* v* — ( QX X U\ TT*TV*_ f U X U X —I 
v U1 X X1 U J ' \UTX U1 x 

This completes the proof. D 

Remark 2.18. Similarly as in Subsection 2.1.1, we could define 

Q* := U*X*] + ([/*X*t)T(J - X*X*+), (2.23) 
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or 
Q* := U*X*i + (U*X*^X* - Ü*){I - X*^X*)U*T. (2.24) 

However, in the next lemma we prove that all symmetric matrices Q* with 
Q*X* = U*X*^X* have the form (2.22), and thus these definitions can differ 
in fact only by the (right lower corner) matrix Qk. The most often used 
definition is again the one with the matrix Qk as defined by (2.3). 

Lemma 2.19. Let Q* = \ STQ) be a symmetric 2n x 2n matrix. Then 

Q*X* = U*X*^X* if and only if Q = XTQX - XTU, Q = ÜT - XTQ, and 
QX = UX^X. 

Proof. The statement follows from 

-o* v* _ (QX Q + QX \ _ ( —X*X 0 \ _ TT* v*+ v* 
QX

 -{QX QT + QX) [UX^X U)-UX x • 

Namely, QX = UX^X, QT = Ü — QX, and using this in the right upper 
corner of the above identity yields the rest. D 

Lemma 2.20. Let Q* be defined by (2.22) and R*[Q*] be defined by (2.17) . 
Then 

D*\n*] - (Xk+iR[Q\kXk -Xl+lR[Q]k\ _ (~Xl+l\ r , / y. x 
R [Q ]k \ -R[Q]kXk R[Q]k ) - [ I ) R[Q]k [~Xk I] ' 

(2.25) 

R*[Q%K = {^Xp)[Q]®x\Xk o) = ( ~ ^ + 1 ) R[Q]k (Xfc 0 ) ' ( 2- 2 6 ) 

Xf+1R*[Q*]kX*k= (X^RlQ]kXk °f\ = (X^)R[Q]k(Xk 0) . (2.27) 
o oy v o 

Proof. It can be directly computed from the definition of R* [Q*] and X*. D 

Lemma 2.21. Let Q* be defined by (2.22). Then 

R*[Q*]k = 0 & R[Q]k = 0, (2.28) 

R*[Q*]kX*k = 0 & R[Q]kXk = 0, (2.29) 

X£iR*[Q*]kX*k = 0 & Xk
r
+1R[Q]kXk = 0. (2.30) 
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Proof. It is a corollary of previous Lemma 2.20. D 

Lemma 2.22. Let Q*k = ($ qk) be a 2n x 2n matrix and let Vk := BfV*k 

^k — I n » T T > . tfFt 

BfQt+1B*k. Then 

'0 0 \ _ / 0 0 
0̂ BT

kVk - BT
kQk+lBk) [o Vk 

Proof. We compute 

n = U Bi) U v) - U B*j U Q Ü U BJ (2-31) 

(2.32) '0 0 

Hence, the identity is proven. D 

Remark 2.23. We often use the matrix Q* defined by (2.22) with the asso­
ciated solution (X, U) of (S), i.e. with X0 = I and U0 = 0, instead of (X, Ü), 
and then we put 

rr [XTQX - XTÜ ÜT - XTQ\ 
Q - \ U-QX Q j ' {2JÓ) 

2.2.3 Generalized Picone identity 

The following two lemmas show the relation between the image and the kernel 
conditions for a conjoined basis of (S) and the corresponding conjoined basis 
of (S*). 

Lemma 2.24. Let x* := (") be a 2n-vector and X* be the 2n x 2n matrix 
defined in (2.18). The following statements are equivalent. 

(i) x* e I m l * , (ii) x - Xa ElmX, (iii) a + UTxElmXT. 

Proof. First we show (i) •£>• (ii), then (ii) =>- (iii), and finally (iii) =>- (i). 
(i) <&_ (») = ( ° i ) ( S ) for some (c

d) E Rn <& d = a and 
x = Xc + Xa «=>• x- Xa ElmX <̂> (ii). 

(ii) <& _x = Xc + Xa => UTx = UTXc + UTXa <& UTx = 
XTUc + (XTU - I)a <& UTx + a = XT_(Uc + U a) <& _ (iii). 

(iii) <& UTx + a_ = XTd => _ XUTx + Xa = XXTd <& 
(XUT -I)x + Xa = XXTd <& X(UTx-XTd) = x-Xa <& (ii). 
Thus, all equivalences are proven. D 
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Lemma 2.25. Let (X, U) and (X, U) be normalized conjoined bases of (S) 
and (X*,U*) be the conjoined basis of (S*) defined by (2.18) via (X,Ü) and 
(X,U). Then 

KerX*+1 CKerX* <* KerXfc+1 C KerXfc. (2.34) 

Proof. We have (u
v) E KerX* & 0 = X* (u

v) = (Xkulxkv) ^ v = 0,u E 
KerXfc. This yields the equivalence in lemma. D 

Lemma 2.26. Let (X, Ü) and (X, U) be normalized conjoined bases of (S) 
and (X*,U*) be the conjoined basis of (S*) defined by (2.18) via (X,Ü) and 
(X, U), and let KerXfc+1 C KerXfc. Then 

n := XtX&& = (o Xkx\+lBk) = (o Ik) • (2-35) 

Proof. Identity (2.35) can be computed directly with the use of Lemma 2.16 
and identity (1.25), applied to the augmented matrices B*k and X£, as the 
kernel conditions for X and X* are equivalent by Lemma 2.25. D 

Lemma 2.27. Let (X,Ü) and (X,U) be any normalized conjoined bases of 
(S). For any admissible (x,u) and symmetric Qk on [0, N + 1] and for any 
a 6 R " we have 

xT
kA

T
kCkXk + 2xT

kC
T

kBkUk + uTkBT
kVkUk-A j Q Q* Q I - wT

kVkwk 

= (xk - Xka)T(Ak + BkQk)TR[Q]k(xk - Xka) 

- 2 (xk+i - Xk+iaf R[Q]k{xk - Xka) 

for all k E [0, N], and the identity 

{pi - BlQk+i) xk+i = xk + Vkwk + BliUk+i - Qk+iXk+i) a 

-BT
kR[QUxk-Xka) 

holds, where wk = uk- Üka - Qk{xk ~ Xka), Vk = BlVk - BlQk+iBk, and 
Ql is defined by (2.22) with the matrix Qk-

Proof. Let (x,u) be admissible. Then the pair (x,u), where ôtk '•= Xk — 
Xka and ük := Uk — Üka, is admissible. The desired identity follows from 
Lemma 2.7 applied to the pair (x,u), where we used Lemma 1.31. D 
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Theorem 2.28 (Generalized Picone identity). Let (X,U), (X,U) be 
normalized conjoined bases of (S). If there exists a e P such that (x,u) is 
admissible with Xk — Xka E IniX^ for k E [0, N + 1], then 

T N+l N í \ í \ . 
F0{x,u) = (^J Qt (^J + Y,i%Vkwk, (2.36) 

where wk = uk - Uka - Qk(xk ~ Xka), Vk = BlVk - BlQk+iBk, and Q* is 
defined by (2.22) with a symmetric matrix Q such that QkXk = UkX\Xk. 

If moreover Ker Xk+Í C KerX^, then 

(T>1 - BlQk+i){xk+i - Xk+ia) = xk- Xka + Vkwk. (2.37) 

There are (at least) three possible ways of how to prove this theorem. We 
show here one proof that is via the augmented system (S*) and one that uses 
identity (1.34) of Lemma 1.31. Another proof can be based on Lemma 2.27. 

Proof 1 of Theorem 2.28. We define the pair (x*, u*) as in Lemma 2.14. Then 
(x*,u*) is admissible w.r.t. (A*,B*) and x* E ImX* by Lemma 2.24. The 
pair (X*,U*), defined by (2.18) via normalized conjoined bases (X,Ü) and 
(X, U), is a conjoined basis of (S*), by Lemma 2.12. Then from the Picone 
identity (Theorem 2.9) we get 

N 

J-Q{X ,U ) — Xk Vfc^fclo + 2-^Wk kWk> 
fc=0 

where w*k = u*k - Q*kx*k, Vk = B*k
TV*k - B*k

TQ*k+lB*k, and Q*k are symmetric 

matrices with Q*X* = U*kX*k
]'X*k. Further, V*k = (°0 B%vk-i%Qk+1Bk) by 

Lemma 2.22 and w*kVkwk = wkVkwk with wk = (0,I)wl = uk — Uka — 

Qk(%k — Xka). Finally, by Lemma 2.15, we have TQ^X^U) = ^ (x* ,«*) . 
Identity (2.37) is obtained from Lemma 2.8 applied to the augmented system 
(S*), and from Lemma 2.25. D 

Proof 2 of Theorem 2.28. We define a pair (x,u) by x := x — Xa, ü := 
u — Üa. Such a pair is admissible and xk E ImX^ for k E [0, N + 1] by the 
definition of x and assumption. Thus, the Picone identity holds for (x,u) 
and we have from Theorem 2.9 

N 

To{x,u) = xlQkxk\0 +y^ywlVkwk. 
fc=0 
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Simultaneously, by Lemma 1.31, we have 

T0{x,u) = T0{x,u) + aT Xk
rÜka\1^i - 2x1

kUka\Q 

Identity (2.36) then follows from 

I Q l \ ) = xTQ% - aTXTUa + 2 xTUa, 
XkJ \Xk) 

where Q*k is defined by (2.22). Identity (2.37) is obtained from Lemma 2.8 
applied to (x,ü). D 

Remark 2.29. For a = 0we get the statement of Theorem 2.9. 

2.3 Other identities 

In this section we present identities describing the relation between the value 
of a functional T on a pair (x, u) to the value of the same functional T on an­
other pair (x,u) which satisfies given boundary conditions. These identities 
are used later in Section 3.4 when showing the definiteness of a perturbed 
quadratic functional. It is also possible to use them in the proofs of round­
about theorems for functionals with general endpoints. 

2.3.1 Identity for zero endpoints 

Recall that (X, U) is the principal solution of (S), i.e. (X0, U0) = (0, / ) , and 
(X, U) is the associated solution of (S), i.e. (X0, i/o) = (I, 0). 

Lemma 2.30. Let (x,u) be admissible with x^+\ — XN+Íx0 E ImX w + 1 . 
Then the pair (x,u), defined by 

%k '•= %k — XkXo — XkC, Uk '•= Uk — UkXo — UkC, 
.+ ~ (2-38) 

where c := X^ + 1 (x w + i - XN+1x0), 

is admissible and x0 = 0 = XN+I-

Proof. The admissibility of (x,u) follows from the fact that it is a sum of 
the admissible pairs (x,u), (—Xxo,—Ux0), and (—Xc,—Uc). Furthermore, 
XQ = XQ — XQXQ — XQC = 0 and xjv+i = ^w+i — Xjv+î Co — Xjv+ic = 0, by 
Lemma 1.2. D 



36 CHAPTER 2. VARIOUS IMPORTANT TOOLS 

Theorem 2.31. Let (x,u) be admissible with XN+I — XN+\XQ E lmXN+i. 
Then 

M*,*) = (T
X° ) Q*N+I (T

X° ) +M*,ü), (2-39) 
\xN+ij ^ \XN+IJ 

where (x,u) is defined by (2.38) and Q* is defined by (2.33) with the matrix 
Q:=XX^UX\ 

There are again more possible ways how to prove this theorem. We show 
here one longer, but more direct proof, where we use only identity (1.34), 
and one shorter, for which we in addition need the augmented quadratic 
functional introduced in the previous section. 

Proof 1 of Theorem 2.31. From identity (1.34) we have 

FQ{X,U) = (Xx0 + Xc)T(Ukx0 + Ukc)\Q 

+ 2xl(Ükx0 + Ukc)\0 +Jro(x,ü). 

This is further equal to 

T0{x,u) = (XN+ix0 + XN+1c)T(ÜN+1x0 + ŮN+1c) - XQC + T0{x,u) 
rri ^ rri ^ rri ^ rri •"• rri •"• rri •"• , ^ 

= X0XN+1UN+IX0 + 2x0 UN+1XN+ic + c XN+1UN+\C + TQ(X,U) 
T 

= x {frí+t+1 ÍNT+t+1) ( ľ + *.(*,«)• (2.40) 

Now, since (Xo) = ( -XN+IXN+I xt+1 j (x*°+1), the first term in identity (2.40) 

is equal to ( XN°+I ) Q*N+I ( *JV+I ) , where 

A* _ (— XN+I I \ íXN+IXN+1UN+IXN+1 UN+I \ (—XN+I I \ 
QN+1 \ I o)\ üT

N+l xT
N+1üNJ { i o) 

_ f XN+1QN+IXN+I — XN+1UN+I UN+l ~ ^N+IQN+I 
\ UN+I — QN+IXN+I QN+I 

where QN+I = XN+iXN+1UN+IXN+1. D 

Proof 2 of Theorem 2.31. We define augmented pairs (x*, u*) := ((%°), ( ° )) 
and (x*,u*) := (x* - X* (x

c
0) ,u* - Ů* (x

c
0)) = ( ( ° ) , U ) ) - We have ^ = 
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x*N+1 = 0 and X ^ + 1 (x
c
0) = ( 4 % ) . By Lemma 2.15, T0(x,u) = T^(x*,u*) 

and TQ(X,U) = TQ(X*,ü*). From identity (1.34) we further have 

= ( Xo ) Q*N+l(
 Xo )+F*(x*,u*), 

\XN+IJ + \XN+IJ 

where Q*N+i is a symmetric matrix with X^f+1Q*N+1X^+1 = X^f+1Ü^+1. D 

Remark 2.32. In the second proof we showed even more, in particular 

we proved that identity (2.39) holds for any symmetric matrix Q*N+i with 
XN+IQ*N+IX*N+I = XN+IUN+V

 T h e matrix Q*N+1 defined by (2.33) with the 

matrix QN+I = XN+IXN+1UN+IXN+1 in right lower corner has this property 

by Lemma 2.17, as QN+I is the matrix defined by (2.5) via XN+I and UN+I 

in place of X and U, it is symmetric, and Xjj+lQN+\XN+I = XJJ+1UN+I-

Corollary 2.33. Let (x,u) be admissible with XN+I — XN+IXO = 0. Then 

FQ{X,U) = XQXX+1ÜN+IXO + J7O(X,Ü), ( 2 - 4 1 ) 

where (x,u) is defined by 

xk := xk- Xkx0, uk:=uk-llkx0. (2.42) 

Proof. It follows from (2.40), because in this case c = 0. D 

Corollary 2.34. Let (x,u) be admissible and let KerXfc+i C KerX^ for all 
k E [0,N]. Then identity (2.39) from Theorem 2.31 holds. 

In proof of this corollary we use the following lemma. 

Lemma 2.35. Let (x,u) be an admissible pair and let KerXfc+i C KerX^ 
for all k E [0, N]. Then xk - Xkx0 e ImX fc for all ke[0,N + 1] 

Proof. We use Lemma 1.30 with the conjoined basis (X, U) and the admis­
sible pair (xk — Xkx0, uk — Ukx0). For k = 0 we have x0 — X0x0 = 0 G ImX 0 , 
and thus, by Lemma 1.30, the inclusion holds for all k G [0, N + 1] . D 

Proof of Corollary 2.34- From Lemma 2.35 with k = N + 1 we get XN+I — 
XN+I%O G I m X w + 1 and hence, the statement of Corollary 2.34 follows from 
Theorem 2.31. D 
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Remark 2.36. It is possible to use the generalized Picone identity to prove 
identity (2.39) from Corollary 2.34 with Q* defined by (2.33) with a symmet­
ric matrix Q such that QX = UX^X. In the proof we need the assumption 
Ker Xk+i C Ker Xk for all k E [0, N], hence this way of proof cannot be used 
for Theorem 2.31 itself. 

From Theorem 2.9 we get TQ(X,U) = J2k=owk'^>kWk, where Wk = ük — 
Qk%k = (uk - Ukxp) - Qk(xk - XkX0) - (UkC - QkXkc). The kernel condition 
KerXfc+i C KerX^ implies VkiUkC — QkXkc) = 0, and hence, with the use 
of Lemma 2.35, identity (2.39) follows from Theorem 2.28. 

2.3.2 Identity for separated endpoints 

Recall that the matrices J\4o,M.\ are defined in Section 1.5.1 and X*, U* are 
defined in (2.19). 

Lemma 2.37. Let (x, u) be an admissible pair with M.\X^+i — XN+IM.QXQ E 
Iml jv + i . Then the pair (x,u), defined by 

Xk •= xk - XkMoXo - Xkc, uk := uk - UkMoX0 - Ukc, 
.+ ~ (2-43) 

where c := X'N+1(MIXN+I — XN+iMoX0), 

is admissible and M.0X0 = M.\XN+I = 0. 

Proof. The admissibility of (x, u) follows from the fact that it is a sum of 
the admissible pairs (x,u), (—XJ\4oXo,—UM.oX0), and (—Xc, — Uc). Fur­
thermore, xo = (I — M.o)xo, and XN+I = (I — MI)XN+I, by Lemma 1.2. D 

Theorem 2.38. Let (x,u) be admissible with M.\X^+i — XN+IM.QXQ E 
Im XN+i. Then 

*<*•«>=*<*•*> - te^te) (2-44) 
,0f x0 \ y„ - *t / MoXo \ 

+ 2{xN+1) UN+IXN+1\M1XN+1)> 

where (x, u) is defined in (2.43) and Q* is a symmetric matrix with 
y*T /~\* y* V*T fj* 



2.4. NOTES 39 

Proof. We define augmented pairs (x*,u*) := ((%°),(S)) a n d (x*,u*) :-

x* - X*(M
c
oXo),u* - Ü*(M

c
0x0)) = {{{I-^o)xo) , (£)). Then we have 

c \ ( MQX0 
X*N+1 \MoXo) \MlXN+1 

and 

( c \ = f-X^X l t \ / Moxo \ = x * 
Moxoj \ I O y \MixN+l)

 N+l \MixN+l) • 

By Lemma 2.15, F0{x,u) = TQ(X*,U*) and F0{x,u) = TQ{X*,U*). From 
identity (1.34) we further have 

^ iV+l 

+ 2žkUk[MoXo 

T 
~*i™* „ *^ / \ V*TTT* I ^ • ^ o » * ) - ( MQX) XI U*k >MoXo 

o 
+ T*0{x\u*) (2.45) 

M0x0 \ n* f Moxo 
M1xN+1J

 V w + 1 \MlXN+1 

Xo \ Ty* y-*! / -Mo^o 

where Q*N+i is a symmetric matrix with X^f+1Q*N+1X^+1 = X^+1Ü^+1. D 

Corollary 2.39. Let (x,u) be admissible with M.\XN+\ — XN+\M.QXQ = 0. 
Then 

FQ{X,U) = (MoXo)TX^+lÜN+iMox0 + 2xJf+lÜN+iMoXo + ^ro(x,ü), (2.46) 

where (x,u) is defined by 

xk:=xk- XkM0x0, uk := uk - ÜkM0x0. (2.47) 

Proof. It follows from (2.45), because in this case c = 0. D 

2.4 Notes 

The Picone identity in Subsection 2.1.3 is from [13]. The transformation 
from Subsection 2.2.1 can be found in [17,40,42] and Lemma 2.16 is from [8]. 
Formula (2.22) for Q* as well as Lemmas 2.19-2.21, 2.27 are new and some 
of them will appear in [39]. Section 2.3 is new. 

file:///MoXo
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Chapter 3 

Definiteness of quadrat ic 
functionals 

In this chapter we characterize the definiteness of discrete quadratic func­
tionals in terms of the nonexistence of focal points of conjoined bases of 
the corresponding symplectic system (S), and implicit and explicit Riccati 
equations and inequalities. The positivity of T can be characterized also 
in terms of conjugate intervals, as it is done e.g. in [40], but we omit this 
characterization here. 

In Section 3.1 we deal with the positivity of quadratic functionals and in 
Section 3.2 with the nonnegativity of quadratic functionals. In both sections, 
we consider respectively functionals with zero endpoints, with separated end-
points, and with general (or jointly varying) endpoints. All functionals 
are defined in Subsection 1.5.1. In Section 3.3 we compare various forms 
of implicit Riccati equations for all types of discrete quadratic functionals. 
Section 3.4 is devoted to perturbation conditions for the nonnegativity and 
positivity of quadratic functionals. 

The functional T is nonnegative (or nonnegative definite) if it takes non-
negative values on all admissible pairs (x,u) satisfying the given boundary 
conditions, while T is positive (or positive definite) if it takes positive values 
on all such admissible pairs (x, u) with x ^ 0. Considering the nonnegativity 
and positivity of J7, we will always assume that the corresponding pairs (x, u) 
are admissible without specifying this any further. 

41 
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3.1 Positivity of quadratic functionals 

We begin this section with the focal point definition for conjoined basis of 
(S). 

Definition 3.1. A conjoined basis (X,U) of (S) has a focal point in the 
interval (m, m + 1] if one of the following conditions hold. 

(i) KerXm + i $Z KerXm , 

(ii) KerXm + i C KerXm and Pm := XmXj
m+1Bm ^ 0. 

Remark 3.2. If KerXTO+i C KerXTO, then Pm is symmetric, by Lemma 1.26, 
and Pm = Vm, by Lemma 2.5. 

Remark 3.3. According to the definition of a focal point, a conjoined basis 
(X, U) of (S) has no focal points in the interval (m, m + 1] if and only if 

the kernel condition KerXTO+i C KerXTO, 

and the P-condition Pm > 0 

hold. In particular, conditions on no focal points in (0, N + 1] are widely 
used. 

3.1.1 Functional with zero endpoints 

In this section we state and prove a roundabout theorem for the positivity of 
the functional with zero endpoints, together with several auxiliary lemmas. 

Theorem 3.4. The following statements are equivalent. 

(i) TQ(X, U) > 0 over xo = 0, XN+I = 0, and x ^ 0. 

(ii) The principal solution (X, U) of (S) has no focal points in (0, N + 1]. 

(iii) The implicit Riccati equation 

R[Q]kGk = 0, ke[0,N], 

has a symmetric solution Qk on [0,N + 1] such that Vk = £>&£>& — 
&[Qk+1Bk>0forallke[0,N]. 
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(iv) There exists a conjoined basis (X, U) of (S) such that Xk is invertible 
for all k E [O, N + 1], and Pk = XkX^ľBk > O on [O, N]. 

(v) There exists a symmetric solution Qk on [0, iV+1] of the explicit Riccati 
equation 

R[Q]k = Qk+i(Ak + BkQk)-(Ck + VkQk) = 0, ke[0,N], (3.1) 

with 

Ak + BkQk invertible and (Ak + BkQk)~lBk > O, k e [O, N]. (3.2) 

(vi) The system 

Xk+\ = AkXk + BkUk, , s 
Nk := Xfc

T
+1([/fc+1 - CkXk - VkUk) < O, k E [0, iV] ^ - ^ 

has a solution (X, U) such thatX^Uk is symmetric and Xk is invertible 
for all ke[0,N+l] and Pk = XkX^ľBk > 0 on [0, N]. 

(vii) There exists a symmetric solution Qk on [O, N + 1] of the Riccati in­
equality 

R[QUAk + BkQk)~l < O, k e [O, N] (3.4) 

such that condition (3.2) holds. 

Now we separate these statements into several independent lemmas. The 
proof of Theorem 3.4 is postponed to page 47. In Lemmas 3.5, 3.7, 3.8, we 
number the corresponding statements accordingly to Theorem 3.4. 

Lemma 3.5. The following statements are equivalent. 

(i) ^(x, u) > 0 over x0 = 0, x^+\ = 0; and x ^ 0. 

(ii) The principal solution (X, U) of (S) has no focal points in (0, N + 1]. 

This lemma is a corollary of the following one. 

Lemma 3.6. Let (X,U) be a conjoined basis of (S). The following state­
ments are equivalent. 

(i') ^(x, u) + dTX^Uo d > 0 over x0 = X0 d, x^+\ = 0; and x ^ 0. 



44 CHAPTER 3. DEFINITENESS OF QUADRATIC FUNCTIONALS 

(ii') (X, U) has no focal points in (O, N + 1]. 

The necessity of the kernel condition and the P-condition is shown by 
constructing a counterexample. The sufficiency is proven with the use of the 
Picone identity introduced in Subsection 2.1.3. 

Proof of Lemma 3.6. First we show that (i') implies the kernel condition. 
Let (i') hold and suppose that there exists m G [0, N] such that Ker XTO+1 $Z 
KerXTO. Then there exists 0 ^ d G Era such that XTO+1d = 0 and Xmd ^ 0. 
Now we define (x,u) by 

J (Xkd,Ukd), forfce[0,m], 
(**,«*) : - | ( M ) } iorke[m+l,N+l]. [ } 

This (x,u) is admissible, x0 = X0d, x^+\ = 0, and xm = Xmd ^ 0, thus 
assumption (i') implies that TQ(X,U) + dTX^Uod > 0. But 

{ m N \ 

^2 + ^2 \ ixl^ckXk + 2 xlClBkuk + ulBlVkuk} 
fc=0 k=m+l) 

m 
= Y, dT{XlAT

kCkXk + 2 XT
kCT

kBkUk + UlBT
kVkUk} d, 

fc=0 
and, by Lemma 1.31, identity (1.32), we further have 

rri rri rri rri rri rri 

TQ[X} u) = d Xm+1Um+id — d X0 UQ d = —d X0 U0 d. 

Thus, TQ(X,U) + cFX^Uod = 0, which is a contradiction with TQ{X,U) + 
dTX^U0 d>0. 

Now we prove that (ľ) together with the kernel condition imply the P-
condition. The matrix P is symmetric, by Lemma 1.26. Suppose that there 
exists m G [0, N] such that Pm ^ 0. Then there exists c G Era such that 
cTPc < 0. Define d := X^+1ßTOc. Then Xmd = XmX^^BmC = Pmc =£ 0. 
Now we define (x,u) by 

J Xkd, for k G [0,m], 
Xk '~ \ 0, for k > m, 

Uk d, for k G [0, m — 1], 
Mfc := <( - ^ X ^ X ^ c , for k = m, 

0, for k > m. 
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Again, this (x, u) is admissible, x0 = X0d, x^+\ = O, and xm = Xmd ^ 0. 
Thus, assumption (ľ) implies that TQ(X,U) + cFXjUod > 0. But when we 
use identity (1.33) and equivalence (1.5), we get 

' m-2 N 
TQ{X, U) + dTX^U0 d = < ^2 + ^2 ( (Ckxk + Vkuk - uk+i)Txk+i 

\ fc=0 k=m ) 

\ \Ľm—l%m—l i ^m—lUm—1 Urn) %m 

\Ľm—l%m—l i ^m—lUm—1 ^m) %m 

= [d (Cm_iXm_i + T>m_iUm-i) + c XmXm+1Am\Xmd 
= d UmXmd + c XmXm+1(Xm+i — BmUm) d 
= dTUT

íXmd + cTXmd - cTPmUmd = cTPmc < 0. 

This is again a contradiction and the first part of the proof is complete. 
Now suppose that the kernel condition and the P-condition hold and let 

(x, u) be admissible with x0 = X0 d, x^+\ = 0, x ^ 0. Then, by Lemma 1.30, 
we have xk G ImX^ for all k G [0, A7" + 1], and from Theorem 2.9 (Picone 
identity) we get 

N N 

To{x,u) = xlQkxk\0 + y^w{V k w k = -dTXTU0d + y^^wlVkwk, (3.6) 
fc=0 fc=0 

where Vk = BkT>k — B^Qk+\Bk = Pk > 0, by Lemma 2.5, and where Qk 
is defined by (2.2). This implies TQ(X,U) + cFXjUod > 0. It remains to 
show that ^(x, u) + dTXjU0 d ^ 0. Suppose that ^(x, u) + cFXjUo d = 0. 
Then the nonnegativity of V and equality (3.6) impliy that w\Vkwk = 0, 
i.e. Vkwk = 0 for all k G [0, A7"]. From identity (2.12) in Lemma 2.8 we get 
{T>T — BlQk+\)xk+i = Xk- This together with xjv+i = 0 imply that x = 0, 
which is a contradiction. D 

Lemma 3.7 (Riccati equivalence). The following statements are equiva­
lent. 

(iv) There exists a conjoined basis (X, U) of (S) such that Xk is invertible 
for all ke[0,N+l], and Pk > 0 on [0, N] . 

(v) There exists a symmetric solution Qk on [0, N + 1] of the Riccati equa­
tion (3.1) such that condition (3.2) holds. 
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Proof. Let (X, U) be conjoined basis with Xk invertible for all k E [0, N + 1]. 
We put Q = UX~l and show that it has all the properties in (v). The 
symmetry of Q follows from the symmetry of XTU and the identity UX~l = 
X~1TXTUX-\ Further, 

R[Q]k = Uk+\Xk+l{AkXk + BkUk)Xk — [C-kXk + VkUk)Xk = 0, 

Ak + BkQk = (AkXk + BkUk)Xk = Xk+\Xk , 

thus the matrix Ak + BkQk is invertible. The identity 

{Ak + BkQk) Bk = XkXk+lBk = Pk (3.7) 

implies that (Ak + BkQk)~xBk > 0. 
Conversely, let Q be a symmetric solution of the Riccati equation such 

that condition (3.2) holds. We define X as the solution of the linear equation 
Xk+i = (Ak + BkQk)Xk, k e [0, N], with X0 = I, and define U := QX. Then 
XTU = XTQX is symmetric and we have 

Xk+i = AkXk + BkUk, 

Uk+i = Qk+iXk+i = Qk+i(Ak + BkQk)Xk = CkXk + T>kUk, 

thus (X, U) is conjoined basis of (S). The invertibility of X follows from the 
invertibility of Ak + BkQk, and Pk > 0 follows from identity (3.7). The proof 
is complete. D 

Lemma 3.8. The following statements are equivalent. 

(vi) System (3.3) has a solution (X, U) such that XkUk is symmetric and 
Xk is invertible for all k E [0, N + 1], and Pk > 0 on [0, N]. 

(vii) Discrete Riccati inequality (3.4) has a symmetric solution Qk on [0, N-\-
1] such that condition (3.2) holds. 

Proof. The proof is similar to the previous one. Let (X, U) be a solution of 
system (3.3) with Xk invertible and XkUk symmetric for all k E [0, N + 1]. 
We put Q = UX~X again and the only thing different from the previous proof 
is the inequality. We have 

R[Q]k(Ak + BkQkY = Uk+\Xk+l — (CkXk + VkUk)(AkXk + BkUk)~ 

= (£4+i — CkXk — VkUk)Xk+l = Xk+l NkXk+l < 0. 
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Conversely, let Q be a symmetric solution of the Riccati inequality (3.4) 
such that condition (3.2) holds. We again define X as the solution of linear 
equation Xk+i = (Ak + BkQk)Xk, k E [0, N] with X 0 = I, and define U := 
QX. Now the only difference is the inequality in system (3.3). We have 

Nk — Xk+l{Uk+i — CkXk — VkUk) — Xk+l[Qk+iXk+i — [Ck + VkQk)Xk 

Xk+i[Qk+i{Ak + BkQk) — (Cfc + *DkQk)\X\ k 

= Xk+1R[Q]k(Ak + BkQk)~ Xk+i < 0. 

Thus, this lemma is proven. D 

Proof of Theorem 3.4- Equivalence (i) •£>• (ii) is Lemma 3.5, equivalence (iv) 
•£>• (v) is Lemma 3.7, and equivalence (vi) •£>• (vii) is Lemma 3.8. We first 
prove implications (ii) =>- (iii) =>- (i) and then (iv) =̂> (i) and (vi) =̂> (i). 
Statement (v) implies (vii) trivially. Finally we prove that statement (i) 
implies (iv). 

(ii) =̂> (iii): Let Q be defined by (2.2) or (2.3) by the principal solution 
(X,Ů). Further, let u e R(JV+1)ra and define xk := GkTku, k e [l,iV + 1] 
and XQ = 0. Such a pair (x,u) is admissible, by Lemma 1.29. Thus, by 
Lemma 1.30, there exists ck E Era such that xk = Xkck for all k E [0, N + 1]. 
Then R[Q]kGkTku = R[Q]kXkck = 0, where we used Lemma 2.2. 

(iii) =̂> (i): Let (x,u) be admissible with xo = XN+I = 0, x ^ 0. 
Lemma 1.35 yields that xk = GkTku for k E [0, N + 1], and thus, by condi­
tion (iii), there exists Q such that 0 = R[Q]kGkTku = R[Q]kXk- Then, by 
Lemma 2.7, we have TQ(X,U) = J2k=0wr

kVkwk > 0. Now, if TQ(X,U) = 0, 
then again as in the proof of Lemma 3.5, the equation (V^ — BkQk+\) xk+\ = 
xk holds for all k E [0, N] and thus, x = 0. 

(iv) =>• (i): The invertibility of X implies the kernel condition, thus (X, U) 
has no focal points in (0, N + 1] and statement (i) follows from Lemma 3.6. 

(vi) => (i): We put Fk := X^NkX^ľ < 0 for k E [0, N] and define 

Ak := Ak, 3jk : = &k, Q-k : = Cfc + FkAk, V_k := Vk + FkBk, 

and 

s->-:= (t I) = * + ̂  with Kt := (A FA) • m 

The matrix Sk is symplectic, by Lemma 1.10, and it defines symplectic system 
denoted here by (S). The pair (X,U) solves the system (S), which follows 
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from the calculations 

AkXk + BkUk = AkXk + BkUk = Xk+i, 

Q_kXk + 'DjJJk = CkXk + T>kUk + Fk{AkXk + BkUk) 

= CkXk + T>kUk + Xk+1 Nk = Uk+i-

Moreover, X^Uk is symmetric, Xk is invertible for all k E [0, N + 1], and 
P_k = Pk > 0 on [0, N], hence condition (iv) holds for (S). We already proved 
(iv) =>- (i), and hence the functional JL0(X, U) > 0 over xo = 0 = XN+I, x ^ 0. 
Furthermore, the symmetric matrix Sk := £k + Fk satisfies 

VlBk = V\Bk + BT
kFkBk = BT

k(£k + Fk) Bk = BgZkBk 

and we have 

AT
k(Sk + Fk) Ak - A\{Ck + FkAk) CT

k + A\Fk - AT
k(Sk + Fk) 

Ck + FkAk — (£k + Fk) Ak £k + Fk 

AT
kSkAk - AT

kCk Cl - AT
kSk\ = A) 0 

Ck — SkAk Sk ) \ 0 Fk 
< 0. 

Thus, Lemma 1.32 yields JL0(X,U) < JT0(x,t(). 
(i) =^- (iv): We take the conjoined basis (X,U) with X0 = I and U0 = 

I + X^+1ÜN+i — Xx+lXN+iX\]+lUN+iX\]+lXN+i and show that it has no 
focal points. Then the kernel condition implies that Xk is invertible for all 
k E [0, N + 1]. We use Lemma 3.6 and show that inequality in statement (i') 
holds for all (x, u) admissible with xjv+i = 0 and xo = d ^ 0. (For xo = 0 it 
holds by (i).) Since the kernel condition holds for the principal solution by 
the implication (i) =̂> (ii), identity (2.39) yields that 

TQ{X,U) + X^UQXO = X^XQ + TQ{X,U), (3.9) 

where (x,u) is defined by (2.38), and xo = 0 = XN+I, by Lemma 2.30 and 
Lemma 2.35. Thus, Toix^u) > 0 by (i) (equality holds iff x = 0). Further, 
since xo ^ 0, the inequality in statement (i') of Lemma 3.6 holds by (3.9). 
The proof is complete. D 

Remark 3.9. An alternative proof of implication (i) =̂> (iv) uses the results 
for functionals with separated endpoints (Subsection 3.1.2) and for perturbed 
functionals (Section 3.4). 



3.1. POSITIVITY OF QUADRATIC FUNCTIONALS 49 

3.1.2 Functional with separated endpoints 
In this subsection, the functional T has separated endpoints, i.e. it is given 
by formula (1.37). A roundabout theorem for the functional with separated 
endpoints, Theorem 3.14, is analogical to the presented roundabout theorem 
for the functional with zero endpoints, Theorem 3.4. The difference is that 
we take the solution (X, U) of (S) with X0 = I — .Mo, and Uo = T0 + .Mo 
instead of the principal solution (X,U). This solution is called the natural 
conjoined basis of (S). 

Remark 3.10. Note that when the initial endpoint is zero, i.e. when .Mo = 
I, then the natural conjoined basis reduces to the principal solution. 

The next difference is that statement (i) in Theorem 3.14 below now says 
that the functional is positive on a larger set of admissible pairs, which means 
that also in other statements we have to add more conditions. These are the 
final and the initial endpoint constraints, 

X^ + 1 ( I \ XN+1 + UN+1) > 0 on K e r M A + i \ Ker XN+1 (3.10) 
T1 + QN+1>0 on KeľMiC\ImXN+1, (3.11) 

X£ + 1 ( I \X W + 1 + UN+1) > 0 on KerMiXN+1, (3.12) 

T1 + QN+1>0 on Ker M i , (3.13) 

X0
T(r0X0 - UQ) > 0 on KerMoXo, (3.14) 

r0 - Qo > 0 on Ker M 0 . (3.15) 

Remark 3.11. Inequalities (3.10), (3.11) are used with the natural conjoined 
basis (or the principal solution) which may be singular at k = N + 1. On the 
other hand, conditions (3.12)—(3.15) are used for a conjoined basis (X,U) 
with Xfc invertible on [0, N + 1]. 

Remark 3.12. Condition (3.10) is equivalent to the condition 

X£ + 1 ( I \ XN+1 + UN+1) > 0 on KerMiXN+1, 

Ker (I - .Mi) ( I \X w + 1 + UN+1) n KeiMiXN+1 C KerXw + 1 . 
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Remark 3.13. If identity (2.4) holds for XN+i,UN+i,QN+i in place of 
X,U,Q, then condition (3.10) is equivalent to condition (3.11). If moreover 
the matrix X^+i is invertible, i.e. QN+I = UN+\X^1

+1) then condition (3.12) 
is equivalent to condition (3.13). Similarly, if the matrix X0 is invertible and 
Qo = UOXQ1, then condition (3.14) is equivalent to condition (3.15). 

Theorem 3.14. The following statements are equivalent. 

(i) F(x, u) > 0 over M.Q XO = 0, M.\XN+\ = 0, and x ^ 0. 

(ii) The natural conjoined basis (X, U) of (S) has no focal points in (0, N + 
1] and satisfies (3.10). 

(iii) The implicit Riccati equation 

R[Q]k($k,o(I-Mo) Gk)=0, ke[0,N], 

has a symmetric solution Qk on [0,N + 1] such that Q0 = T0, and 
Vk = BT

kVk - BlQk+lBk > 0 for all k e [0, N], and satisfying (3.11). 

(iv) There exists a conjoined basis (X, U) of (S) such that Xk is invertible 
for all k E [0,N + 1], and Pk = XkX^xBk > 0 on [0, N], and satisfying 
(3.12) and (3.14). 

(v) There exists a symmetric solution Qk on [0, N + 1] of explicit Riccati 
equation (3.1) such that condition (3.2) holds, and satisfying (3.13) and 
(3.15). 

(vi) The system 

Xk+\ = AkXk + BkUk, 

Nk := Xl+l(Uk+1 - CkXk - VkUk) < 0, ke[0,N], 

has a solution (X, U) such that X^Uk is symmetric and Xk is invertible 
for all k E [0, N + 1], Pk = XkX^xBk > 0 on [0,N], and satisfying 
(3.12) and (3.14). 

(vii) The Riccati inequality (3.4) has a symmetric solution Qk on [0, N + 1] 
satisfying (3.2), (3.13) and (3.15). 

Remark 3.15. Note that , by Remark 3.10, Theorem 3.4 is a corollary of 
Theorem 3.14. But as we use it in the proof of Theorem 3.14, we had to 
prove it first. 
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First we prove the equivalence of (i) and (ii), stated separately in the next 
lemma. In the proof we again use Lemma 3.6 and the Picone identity. 

Lemma 3.16. The following statements are equivalent. 

(i) T{x, u) > 0 over M.Q XO = 0, M.\XN+\ = 0, and x ^ 0. 

(ii) The natural conjoined basis (X, U) of (S) has no focal points in (0, N + 
1] and satisfies (3.10). 

Proof. First let (i) hold. Then, from Lemma 3.6 for the natural conjoined 
basis (X, U) and a = xo, we have that (X, U) has no focal points in (0, iV+1]. 
It remains to show (3.10). Let d E KerJ\4\XN+i, X^+\d ^ 0 and take 
admissible (X d, U d). Then J\4o X0 d = 0, M.\X^+id = 0, Xd ^ 0, and thus 
T{X d, U d) > 0. By Lemma 1.31, we have 

T{X d,Ud) = dTT0 d + dTX^+1T1XN+1d + dTX^+1UN+1d - dTT0 d 

= d (XN+1TiXN+i + XN+1UN+I) d, 

and we get that the inequality <iT(X^+ ir1Xw + 1 + Xjj+lUN+i) d > 0 holds. 
Now suppose that (ii) holds and let (x, u) be admissible with J\4o xo = 0, 

•M.IXN+1 = 0, and x ^ 0. Then, by Lemma 1.30, Xk E ImX^ for all k E 
[0, N + 1], and from Theorem 2.9 (Picone identity) we get 

N 

T {x, u) = XQTQ X0 + x%+1TixN+i + xT
kQkxk \ Q + J ^ wT

kVkwk 

fc=0 
N 

= XN+lTiXN+i + XN+lQN+iXN+i + } WkVkWk 

fc=0 
N 

= dT{XT
N+lTlXN+l + XT

N+lUN+l) d + Y,wlVkwk, (3.16) 
fc=0 

where d is such that X^+\d = xjv+i and Vk = B\Vk — B^Qk+\Bk = Pk > 0, 
by Lemma 2.5. This together with (3.10) imply Tix^u) > 0. Case when 
XN+I = 0 is shown in Lemma 3.6. The proof is complete. D 

The proof of some parts of this roundabout theorem is based on trans­
forming the system (S) into a system with zero endpoints with the same 
value of the functional T. 
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We define n x n matrices Ak, Bk, Čk, ^k on [— 1, iV + 1] by 

Mo, for k = - 1 , 
Ak-.= { Ak, for fee [0,N], 

I, fork = N+l, 

I - Mo, iork = -l, 
Bk:= { Bk, forke[0,N], 

I-Mi, fork = N+l, 

Mo-1, forfc = - l , (3.17) 
ŕ = I Ck, forfce[0,JV-l], 
Cfc- ] CN + ^ - Í I - M ^ A N , fork = N, 

0, forfc = i V + l , 

Vk:= 

Yo + Mo, forfc = - l , 
Dfc, for k e [0 , iV- l ] , 
X>jv + [ T i - ( / - M i ) ] ß j v , forfc = Ař, 
/ , for k = N + 1. 

Then the matrix Sk := ( ^fc ^fc ) with coefficients ^U, Bk, Ck, T>k defined by 
(3.17) is symplectic for k E [— 1, iV + 1], and the system 

Xk+i \ _ Č I Xk 
Uk+iJ Sk[uJ' fce["1'jV+1]' (s) 

is a symplectic system. 

Remark 3.17. Another way how to transform the variable endpoint at k = 0 
into a zero endpoint at k = — 1 is used for the Hamiltonian case in [17] and 
for the symplectic case in [40]. The only difference is in the coefficients A-\ 
and C_i. Namely, in [40], A-i := [T0 + Mo - e (I - Mo)}'1 and C_i := 
e[r0 + Mo — s {I — Mo)]-1 • Then A-i is invertible, which was crucial for the 
Hamiltonian case in [17]. But, as it is known, for the symplectic case the 
invertibility of A-i is not necessary. 

Lemma 3.18. Let (x,u) be an admissible pair w.r.t. (A,B) on [0,N + 1]. 
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Then the pair (x, u) defined by 

{ (MoXo.xo), fork = -l, 

(xk,uk), for k E [O, N], 
{XN+I,-XN+I), for k = N+l, [áAÍÍ) 

(MiXN+m), fork = N + 2, 
where 7 G W1 is arbitrary, is admissible w.r.t. (A, É) on [—1, Â  + 2] and 

N+l 
"- ^ T, í rji 'Tr7_T "" T"1 ~rj-\ "- rri ~-rr~i ~" 1 

T{x,u) = F0(x,u) := 2_^ < xk AkCkxk + 2xkCk Bkük + ük Bk Vkük >. 
fc=-i 

(3.19) 

Proof. A pair (x, u) is admissible w.r.t. {A, B) on [0, A^+ 1] if and only if the 
pair (x,u) is admissible w.r.t. (A,B) on [0, A7" + 1]. Further, we have 

A-iX-i + £>_itt_i = x0 = XQ, 

and 

AN+IXN+I + BN+ M IXN+1 — XN+2-

Finally, we have 

Ťo(x,u) = XQ(T0 + MO)(I - MO)X0 + T0{x,u) 
+ x^[Ti- (/ - Mi)AN]TANxN + 2x%\T1 - (/ - Mi)AN]TBNuN 

+ u^[Ti - (/ - A4i)ßw]TßWMW + aľ^+ií-^ - - ^ i ) ^w+i 
= XQTOXO + ^o(^, «) + xfj+1TixN+i = T{x, u). 

Thus, this lemma is proven. D 

Lemma 3.19. Let (x,u) be an admissible pair w.r.t. (A,B) on [—1, Â  + 2] 
with X-i = 0 = XN+2- Then the pair (x,u) defined by 

(„ „\ ._ / (žk,íik), forke[0,N], 
{X>U) - \ (xN+1,-y), for k = N+l, [6-20) 

where 7 G W1 is arbitrary, is admissible w.r.t. (A,B) on [0,N + 1] with 
M.QXQ = 0 = M.\XN+\, and equation (3.19) holds. 
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Proof A pair (x, ü) is admissible w.r.t. (A, B) on [0, N + 1] if and only if the 
pair (x, u) is admissible w.r.t. (A, B) on [0, N + 1]. Further, we have 

x0 = x0 = A-iX-i + £Ľiíí_i = (/ — Mo)ü-i, 

and 

0 = XN+2 = AN+IXN+I + BN+iUN+i = xN+i + (I - Ml)llN+i, 

thus, M.0X0 = 0 = M.IXN+1- Finally, we have 

To{x,ü) = t tľ i (r 0 + Mo)(I - Mo)ü-i + TQ{X,U) 

+ 2ľ^[ r i - (/ - MI)AN]TANXN + 2x^[ri - (/ - Mi)AN]TBNuN 

+ uJfiTí- (I - Mi)BN]TBNuN + xT
N+l(I - Mi) xN+l 

= XQT0X0 + T0{X, U) + x^+lYixN+i = T (x,u). 

Thus, this lemma is proven. D 

Lemma 3.20. The functional T is nonnegative over MoXo = 0 = M\XN+\ 
if and only if the functional TQ defined in equation (3.19) is nonnegative over 
X-l = 0 = XN+2-

Proof First we show the implication to the right. Let (x,ü) be admissible 
w.r.t. (A,B) on [—1,N + 2] with ž_i = 0 = XN+2- Then, by Lemma 3.19, 
the pair (x,u) defined by (3.20) is admissible w.r.t. (A,B) with MQXQ = 
0 = MIXN+I- Thus, Tix^u) > 0, and hence, by Lemma 3.19, ^Fo(x,ü) = 
J7(x, u) > 0. 

Conversely, let (x,u) be admissible w.r.t. (A,B) on [0,iV + 1] with 
MoXo = 0 = MIXN+I- Then the pair (x,ü) defined by (3.18) is admis­
sible w.r.t. (A, B) on [—1,N + 2] with X-IMQXO = 0, XN+2 = MIXN+I = 0, 
thus, JĚ0(X,Ů) > 0, and hence, by Lemma 3.18, Tix^u) = TQ(X,U) > 0. D 

Lemma 3.21. The functional T is positive over MoXo = 0 = M\XN+\ and 
x ^ 0 if and only if the functional TQ defined in equation (3.19) is positive 
over X-i = 0 = XN+2 and x ^ 0. 

Proof The proof is same as the proof of Lemma 3.20, with " > " instead of 
" > " , since for all pairs (x,u) and (x,ü) with ž_i = 0 = XN+2, and Xk = Xk, 
k E [0,N + 1] we have x = 0 if and only if x = 0. D 
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In the following two lemmas we prove that statement (iv) in Theorem 3.14 
is equivalent to statement (iv) in Theorem 3.4 with system (S) in place 
of (S) and that statement (vi) in Theorem 3.14 implies statement (vi) in 
Theorem 3.4 with system (S) in place of (S). 

L e m m a 3.22. There exists a conjoined basis (X, U) of (S) such that Xk is 
invertihle for all k E [0, N + 1] and XkX^Bk > 0 on [0, N], and satisfying 
(3.12) and (3.14) if and only if there exists a conjoined basis (X,U) of (S) 
such that Xk is invertihle for all k E [— 1, N + 2], and XkX^ľBk > 0 on 
[0,N]. 

Proof. We can assume that U k = U k for k E [0, N] and X k = X k for k E 
[0, N + 1]. Then Xk and Xk are invertible on [0, N + 1]. Then it suffices to 
prove the following equivalences. 

(a) X_i = (r0 + Mo) XQ — {I — MQ)UQ is invertible, and 
P_i = [(r0 + Mo)X0 -(I- Mo)Uo\Xž\l - Mo) > o 
if and only if T0 — UOXQ1 > 0 on Ker Mo, 

(b) XN+2 = (I \ + Mi)XN+i + (I - Mi)UN+1 is invertible, and 
PN+1 = X w + 1 [ ( r \ + Mi)XN+l + (I- Mi)UN+l]-\l -Mi)>0 
if and only if I \ + UN+\X^1

+1 > 0 on Ker M\. 

Both proofs are almost identical, we show here the proof of equivalence (b). 
The matrix X^+2 is invertible if and only if the matrix (/ — M\)(Ti + 

č/jv+iXjv+i) + Mi is invertible. And invertibility of this matrix is further 
equivalent to 

t iT ( I \ + UN+iX^,l+l)u ^ 0 for all u E Ker M i, u ^ 0. 

Next, PN+i = [{I- Mi){Ti + UN+iX^l
+l) + Mi]-l{I- Mi), and the nonneg-

ativity of the matrix PN+I is equivalent to the nonnegativity of the matrix 

(/ - Mi)[{I - Mi){Ti + UN+1X^+1) + Mif 

= (I- Mi)(Ti + UN+iX^+l)T(I - Mi), 

which is nonnegative if and only if (I \ + Č7jv+i^"iv+i) > 0 on Im(J — Mi) = 
Ker A l i . • 
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Lemma 3.23. If the system 

X, fc+i AkXk + BkUk, 
XÍ+AUk+i - CkXk - VkUk) < O, k G [0, N], 

has a solution (X, U) such that X^Uk is symmetric and Xk is invertible for 
all k E [0, N + 1], Pk > 0 on [0,N], and satisfying (3.12) and (3.14), then 
the system 

Xk+i = AkXk + BkUk) 

Xk+i(Ük+i - ČkXk - Auk) < 0, ke[-l,N+l], 

has a solution (X, U) such that X^Uk is symmetric and Xk is invertible for 
all k E {-l, N + 2], and Pk > 0 on [-1,N+1]. 

Proof We define Xk := Xk for ke[0,N+l],Uk := Uk for k e [0, N] and 

X_! := V^Xo - B^Uo = (To + M0)X0 -(I- M0)U0, 

Ü^ :=-C^Xo + A^Uo, 

UN+1 := UN+1 + [I\ + (/ - M!)]XN+1, 

XN+2 '•= AN+IXN+I + BN+IUN+I = (I\ + M.I)XN+I + (/ — M.\)UN+I-, 

UN+2 '•= CN+IXN+I + 'P'N+IUN+I = UN+I-

Then 

XT(U0 - C_iX_! - P-ifZ-i) = 0, 

XN+I(UN+I — CNXN — VNUN) = XN+1(UN+I — C^XN — DNUN) < 0, 

CN+IXN+I — T^N+IUN+I) = 0, XN+2(UN+2 

and equivalences (a), (b) from previous Lemma 3.22 hold. D 

Proof of Theorem 3.14- Equivalence (i) •£>• (ii) follows from Lemma 3.16, 
equivalence (i) •£>• (iv) and implication (vi) =>- (i) follow from Theorem 3.4 and 
Lemmas 3.21, 3.22, 3.23. Implication (v) =>- (vii) holds trivially, and equiv­
alences (iv) •£>• (v) and (vi) •£>• (vii) follow from Lemma 3.7 and Lemma 3.8, 
and from equivalences (3.12) <=>- (3.13), and (3.14) <=>- (3.15) where X is in­
vertible and Q = UX~l. It remains to show implications (ii) =>- (iii), and 
(iii) =* (i). 
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(ii) =>- (iii): Let Q be defined by (2.2) or (2.3) by the natural conjoined 
basis (X,U). Then Q0 = Y0, Vk = Pk > 0 and (3.10) implies (3.11). Fur­
thermore, let (S) E R(N+^n and define xk := ( $ M ( / - Mo),GkTk)(Z), 
k E [0, N + 1]. Such a pair (x,u) is admissible, by Lemma 1.35, and 
M.Q x0 = 0. Thus, by Lemma 1.30, there exists ck E Era such that xk = Xkck 
for all kE[0,N+l]. Then 

i?[Q]fc ($fc,o(/ - M)) Gfcrfc) Q = E[Q]fcXfcCfc = 0, 

where we used Lemma 2.2. 
(iii) =>- (i): Let (x,u) be admissible with M.QXQ = J\4\XN+I = 0, x ^ 

0. Then Lemma 1.35 yields that xk = (&k,o(I — -Mo), Gk%) (xů), fc G 
[0,N + 1] and, thus, by (iii), there exists Q such that 0 = R[Q]k(§k,o(I — 
Mo),GkTk)(xi) = R[Q]kxk, Qo = r0, Vk > 0 for all k E [0,N], and (3.11) 
holds. Then, by identity (2.10) in Lemma 2.7, we have 

N 
T{x, u) = XQTQ X0 + x%+1TixN+i + xT

kQkxk \ Q + J ^ wT
kVkwk 

fc=0 
N 

= xJf+1(QN+i + Ti)xN+i + y ^ wlVkwk > 0, 
fc=0 

and the equality occurs only if XN+I = 0 and w\Vkwk = 0 for all k E [0, N]. 
Then, by identity (2.11) in Lemma 2.7, we have (V^ — BlQk+\)xk+i = xk 
for all k E [0, N]. And this together with x^+\ = 0 imply x = 0. The proof 
is complete. D 

3.1.3 Functional with general endpoints 
In this subsection, let T be the quadratic functional defined in (1.38). In 
the roundabout theorem for the positivity of the functional with general 
endpoints stated below we use the principal solution (X, U) as in the case of 
the functional with zero endpoints, but we again have to add some endpoint 
constraints. They are now formulated in terms of 2n x 2n matrices, which 
is unavoidable, because instead of the n x n matrices r0 and Y\ there is now 
the 2n x 2n matrix Y in the functional T. 

Let (S*) be the symplectic system in dimension 2n introduced in Subsec­
tion 2.2.1, and let (X*, Ů*) be the conjoined basis of (S*) defined by (2.19) 
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via the principal solution (X, Ü) and the associated solution (X, Ü) of (S), 
and let Q* be the matrix defined by (2.33) via a matrix Q. 

Theorem 3.24. The following statements are equivalent. 

(i) T{x, u) > 0 over M. ( XN°+I ) = 0, and x ^ 0. 

(ii) The principal solution (X, U) of (S) has no focal points in (0, N + 1] 
and satisfies the final endpoint inequality 

X*N
T

+1(TX*N+1 + Ü*N+1) > 0 on KerMX*N+1 \ KexX*N+1. (3.21) 

(iii) The implicit Riccati equation 

R*[Q*]k(Jko G ) = ° ' ke^N^ 

has a symmetric solution Ql = (* Qk) on [0, N + 1] such that QQ = 0, 
and Vk = ß'k'Ck — ßkQk+ißk > 0 for all k E [0,N], and satisfying the 
final endpoint inequality 

r + <3w+i > 0 on Ker M n Im X*N+1. (3.22) 

(iv) There exists a conjoined basis (X*,U*) of (S*) such that XI is invert-
ible for all k e [0,N + 1], and Pfc* = X^X*;^* > 0 on [0,N], and 
satisfying 

X*N+1(TX*N+1 + U*N+1) > 0 on KerMX*N+1, (3.23) 

and 

UQX*-1 < 0 on Im (y\ . (3.24) 

(v) There exists a symmetric solution Qt = (* Qk) on [0, N + 1] of the aug­
mented Riccati equation R*[Q*]k = 0 with QQ < 0 onIm({) , condition 
(3.2) holds, and satisfying 

r + <3w+i > 0 on Ker M (3.25) 
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The proof of Theorem 3.24 is based on transforming the quadratic func­
tional T and system (S) into the quadratic functional 

J~ \X , U ) '.— XQ 1 Q XQ -\- X J Y ^ ^ I i X]y_i_i -\- J~Q [X , U ) 

and augmented system (S*), where the endpoints of T are separated, i.e. 
MQXQ = 0 and M\x*N+l = 0. Here M*Q := \ ( i j " / ) and M\ := M are 
2n x 2n projections, and T0* := 0 and I\* := T are symmetric 2n x 2n matrices. 

Remark 3.25. There is also possible a different transformation to dimension 
2n, with the 2n x 2n matrices A* := (tf ?), B* := ( f ° ) , C # := ( g ° ) , 
Z># := ( £ °) , M * := M, Mf := | (_J

7 " / ) , i f := T, i f := 0. Then we get 
another roundabout theorem for functional with general endpoints, which 
is a generalization of the roundabout theorem for functional with separated 
edpoints. In contrast to this, Theorem 3.24 does not generalize Theorem 3.14. 

Now we state some auxiliary lemmas about how the admissible pairs, 
boundary conditions and functionals for systems (S) and (S*) are related. 

Lemma 3.26. Let (x, u) be an admissible pair defined on [0, N + 1], ßk ERn 

and 
xo\ v. ,- m AT i n „.* l ßk xl := ( ^ j ,ke[0,N + l], u*k:= ^ J ,ke[0,N]. 

Then 

T*(x* ,u*) = Tix^u). 

Proof. It follows from the identity 

/ XQ \ I XQ 
XQ 1 0 XQ +XN+lll XN+l — I I \ rr. 

\XN+IJ \XN+I 

and from Lemma 2.15. D 

Lemma 3.27. Let (x,u) and (x*,u*) be defined as in the previous lemma 
and let M*0 := \ ( i 7 " / ) and M\ := M. Then M*0x*0 = 0 and M\x*N+l = 0 
if and only if M. ( XN°+I ) = 0. 

Proof. Since x*0 = (%°) and x*N+1 = ( ^ % ) , we have M*0x*0 = ({]) and 

Mtx*N+1 = M(x
x

N°+i)- • 
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Lemma 3.28. Let (X,U) be a solution of (S) with KerX f c + 1 C KerX fc. 
Then for any constant nonsingular nxn matrix E and the solution (X, Ü) := 
(XE,UE) of (S) we have 

KerX f c + 1 C KerX fc (3.26) 

and 
Pk = Pk, (3.27) 

where Pk = XkX]
k+lBk and Pk = XkX]

k+lBk. 

Proof. Inclusion (3.26) is trivial. To prove identity (3.27) we use the identities 
Xk = XkX\+lXk+i and Xk+iX\+lBk = Bk from Lemma 1.25. We have 

Pk = XkE{Xk+iE) Bk = XkXk+lXk+iE{Xk+iE) Bk = XkXk+lBk. 

The proof is complete. D 

Proof of Theorem 3.24- (i) ^ (ii): From Lemma 3.26 and Lemma 3.27 we 
get that the positivity of the functional T over M. (x^+i) = 0 is equivalent 
to the positivity of T* over AIQ^O = 0 and M.\x*N+l = 0. We can now apply 
Theorem 3.14 to this transformed augmented functional. Thus, we get that 
the positivity of T is equivalent to the following. 

(ii*) The augmented natural conjoined basis (X*,U*) of (S*) given by the 
initial conditions X0* = / - M*0 = \ ( \ \) and Č70* = T0* + M*0 = 
\ (Ij~/) satisfies the P*-condition 

Pk>0 for all fee [0,X], (3.28) 

the kernel* condition 

KerX* + 1 C KerX* for all k G [0, N], (3.29) 

and the corresponding augmented final endpoint inequality 

X*N+I(R X*N+I + U*N+I) > 0 on Ker M\X*N+l \ K e r X ^ + 1 . (3.30) 

Now, by Lemma 3.28 with E := ( " / } ) , this is equivalent to the following. 

(ii*a) The conjoined basis (X*,U*) of (S*) given by the initial conditions 
X* = ( ° f ) and f>0* = ( " / ° ) satisfies conditions (3.28), (3.29) and 
(3.30) with X*, Ü* in place of X*,U*. 
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Further, by Lemma 2.25, Lemma 2.26, and from ßA = M.]_, T = T^, this is 
equivalent to (ii). 

(i) •£>• (iii): Again, by Theorem 3.14, applied to the transformed aug­
mented functional, we get (i) is equivalent to the following. 

(iii*) The augmented implicit Riccati equation 

R[Q*]k {n,o(I - M*0) G%)=0, ke[0,N], 

has a symmetric solution Q*k on [0, N+l] such that QQ = ro*, and Vk > 0 
for all k E [0, N], and satisfying Tf+Q*N+1 > 0 on KerM\ f i lmX* N + l , 

where G*k - ( ( O $ M B 0 ) (o$fc,2ßi) ••• (o *fc,fc_ißfc_2) (oß f c_i)) ; 
$fc,o = (o *°o)> a n d where for u* := (uf,uf,.. -,u*^)T, u*k = ( 
( "o) we get 

ßk \ ry.* 
Uk ) 1 x 0 

RlQ'h (*!,„(/ - Mi) Gut) fö) = RlQ-h LkJ"^ÍGk%!i 

=«^{L IW"^) 
(i) •£>• (iv): By Theorem 3.14 we get that statement (i) is equivalent to 

the following. 

(iv*) There exists a conjoined basis (X*,U*) of (S*) such that X^ is in-
vertible for all k E [0,N + 1], and Pk > 0 on [0,N] and satisfying 
X*NT+A^ X*N+1 + U*N+1) >QonKerMtX*N+1 and X*T(ro* X*-[/0*) > 0 
onKer.M*X0*. 

This is equivalent to (iv) for T0* = 0, I\* = Y,M*0 = \{ Ij " / ) and M\ = M. 
(i) •£>• (v): Again, by Theorem 3.14, statement (i) is equivalent to the 

following. 

(v*) There exists a symmetric solution Q*k on [0, N + 1] of the Riccati equa­
tion R*[Q*]k = 0 with A*k + BtQt invertible and (A*k + BlQÍ)-lBÍ > 0 
for all k E [Q, N], and satisfying Tj* + Q*N+1 > 0 on Ker Al i , and 
r 0 * - Q * > 0 on Ker.M*. 

Let Q*k = C*Qk). Since A*k + B*kQ*k = ( í Ak+%kQk), the invertibility of the 
matrix A*k + B*kQ*k is equivalent to the invertibility of the matrix Ak + BkQk, 
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and since (A*k + B*kQ*k)
 lB*k = (°0 {Ak+BkQk)-iBk), the nonnegativity of the 

matrix (A*k + BlQD^Bl is equivalent to the nonnegativity of the matrix 
(Ak + BkQk)~

lBk. Finally, the condition T^-Ql > 0 on KerM*0 is equivalent 
to (i if Q*o(i)<0. 
This completes the proof of theorem. D 

Alternative proof of equivalence (i) ^ (ii) in Theorem 3.24- (i) =>- (ii): The 
positivity of T over Af (x^+i) = 0 implies the positivity of TQ over xo = 0 = 
XN+I and hence Lemma 3.5 yields that the principal solution has no focal 
points. It remains to show condition (3.21). Let (^) G Ker Al PI I m X ^ + 1 . 
Then there exists c G Era such that ß = XN+I® + XN+ÍC. We define an 
admissible pair (x, u) by 

xk := Xka + XfcC, uk := Üka + Ukc, k e[0,N +1]. 

We have xo = a, XN+I = ß, and identity from Corollary 2.34 used on this 
pair yields 

FM=(Xo ) (T + Q*N+1)(
 Xo )+r0(x,ü), 

\XN+IJ \XN+IJ 

where (x,u) = (0,0) and Q*N+i is a symmetric matrix with X * T Q ^ + 1 X * = 
X*TIJ*. Thus, from positivity of T we get T+Q*N+1 > 0 on Ker A f n l m X ^ + 1 , 
which implies condition (3.21). 

(ii) =>- (i): From Lemma 2.35 and Lemma 2.24 we have that (x^+i) €= 
I m X ^ + 1 . The positivity of T then follows from Lemma 3.5 and Corol­
lary 2.34. (Or, alternatively, from Theorem 2.28.) D 

Remark 3.29. Each statement in Theorem 3.24 is further equivalent e.g. to 
the following, see also Section 3.3. 

(iv') There exists conjoined basis (X, U) of (S) such that X0 = I, Xk is in-
vertible on [0, N+l], and Pk = XkXk^xBk > 0 on [0, N], and satisfying 

r . i -ÜoX^+1XN+1 -ÜO-ÜQ -U0 ÜQX^1
+1 

1 + 1 -IT- - i l > 0 on Ker Al , 
-^"iv+i^o UN+IXN+1 

_ (3.31) 
where (X, U) is a solution of (S) with XkUk symmetric and X 0 = 0. 
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(v') There exists a symmetric solution Qk on [O, N + 1] of the Riccati equa­
tion R[Q]k = 0 satisfying (3.2), and 

T + Q*N+1 - (U° + U° +U° |f) > 0 on Ker M, (3.32) 

where (X, Ü) is a solution of (S) with X^lJk symmetric and X0 = 0 
and Q* is defined by (2.22) via (X, Ü) and Q. 

Proof. First we show (iv) =>- (iv'), then (iv') =>- (v'), and finally (v') =>- (v). 
(iv) =>- (iv'): From (iv) we have that there exists a conjoined basis 

(X*, U*) of (S*) with no focal points in (0, N + 1] such that X£ is invertible 
for all k G [0,N + 1], and satisfying condition (3.23) and (3.24). Without 
loss of generality we can assume that XQ = I. From Lemma 2.11 we have 
that 

where M,N are constant matrices and (X,U), (X,U) are solutions of (S) 
with X0 = I and X0 = 0. The symmetry of X0*TČ70* yields that N = ÜQ and 
M is symmetric, and the symmetry of X^-\Jk further yields that X^Uk and 
X^Ük are symmetric and 

f/0T = UlXk - X%Uk, for k G [0, N + 1]. (3.33) 

The matrix X^ is invertible if and only if Xk is invertible. Further, 

x*-\ = I I _ 0 \ p* fo 0 
\-x-lxk X"V k \0 Pk 

and 
*_i ,M-ljTX-lXk tjTX~l 

u*kXk \uk-\jkx-xx ukx-x 

Thus, Pk > 0 implies Pk > 0 and conditions (3.23), (3.24) imply 

r + (M - ^X/t^N+1 Ü°X^l)>0 onKerM, (3.34) 
V XN+IUO UN+1XN+lJ 

and 
M + Ü0 + ÜT + U0< 0. (3.35) 
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From conditions (3.34), (3.35) we get inequality (3.34). 
(iv') =>- (v'): As in the proof of Lemma 3.7, we have that for Q = UX~X 

one has R[Q]k = 0 and condition (3.2) holds. Further, identity (3.33) is 
equivalent to 

U^X;1 = 111 - XlQk) forfce[0,JV+l]. 

Hence, condition (3.31) is equivalent to (3.32). 
(v') =>- (v): From (3.32) we have that there exists e > 0 such that 

T + | XN+IQN+IXN+I - XN+lUN+i UN+l - XN+1Q\ -3 3g. 
\ UN+I — QN+I^N+I QN+I J 

; ° + r f + r / ° : )>< í : ) -***• 
The solution is 

'XTQX - XTÜ ÜT-XTQ\ fel + Üo + Ü^ + Qo 0 
Q : l U-QX Q J \ o 0 

The identity R* [M* + (*f °)] = R* [M*\ holds for any 2n x 2n matrix M* and 
nx n matrix M. Thus, by Lemma 2.21, we have R*[Q*] = 0. Further, Q^ = 

£ ~ °fy ° Q ) < 0 on Im( j ) , and inequality (3.36) implies condition 

(3.25). D 

3.1.4 Examples 

In the following examples we show a situation when a symmetric Qk solves 
Riccati inequality (3.4) and satisfies condition (3.2), but it does not solve 
Riccati equation (3.1). 

Example 3.30. Let Ak = 0, Bk = -CT~l, Ck = C,Vk = -CT~l -C - K, 
where C is a constant nonsingular matrix, i i / 0 , and CKT = KCT > 0. 
Then Qk = I satisfies condition (3.2), since Ak + BkQk = —CT~X is invertible, 
Vk = I > 0, and R[Q]k(Ak + BkQk)~

l = -KCT < 0, while the Riccati 
equation is R[Q]k = K ^ 0. Another (more specific) example can be obtained 
when we take e.g. C = K = I. 
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Example 3.31. Let Ak and Ck be invertible, Bk = 0, and Vk = A\~l, with 
C^Ak > 0. Then Qk = 0 satisfies condition (3.2), since Ak + BkQk = Ak 
is invertible, Vk = 0, and R[Q]k(Ak + BkQk)-1 = —CkA^1 < 0, while the 
Riccati equation is R[Q]k = —Ck ^ 0. However, in this simple example we 
can directly verify that T > 0 over free endpoints. 

3.2 Nonnegativity of quadratic functionals 

The main difference between roundabout theorems for the positivity and 
nonnegativity of T is that the kernel condition KerX^+i C KerX^ is not 
necessary for the nonnegativity, while the image condition Xk €E ImXfc is 
used instead. The P-condition remains, but also in a weakened form. Fur­
ther, in the literature there are no statements about the solvability of the 
explicit Riccati equation and inequality for the case of nonnegative quadratic 
functionals. 

Before we state in Subsections 3.2.3, 3.2.4 and 3.2.5 Reid roundabout 
theorems for the nonnegativity, we introduce in the following two subsections 
matrices M and T and corresponding augmented matrices M* and T* since 
the matrix T appears in these statements. These matrices were for the first 
time defined in [46]. 

3.2.1 Matrices M and T 

In this subsection, (X, U) is a conjoined basis of (S), Qk is a symmetric matrix 
with QkXk = UkXlXk, Pk = XkX\+lBk and Vk = BT

kVk + BlQk+iBk. 
Let us define the n x n matrices 

Mk := (/ - Xk+1Xt+1) Bk, Tk:=I- M\Mk. (3.37) 

In the following two lemmas we show some properties of these matrices. 

Lemma 3.32. The matrix Mk = 0 if and only if the kernel condition 
KerXfc+i C KerX^ holds. 

Proof. It follows directly from Lemma 1.25. D 
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Lemma 3.33. The following identities hold. 

MkTk = 0, (3.38) 

£>fc7fc = X fc+1X fc+1£> fcT fc, (3.39) 

Xl+lMk = 0, (3.40) 

M]
kXk+l = 0, (3.41) 

TkXk = TkXkXk+1Xk+i, (3.42) 

TkPkTk = TkVkTk. (3.43) 

Proof. Identities (3.38), (3.39) and (3.40) hold by the definition of Mk and 
Tk, identity (3.41) follows from (3.40) and from the property of a generalized 
inverse Ker ^ = Ker AT. Identities (3.42) and (3.43) are proven below, 

TkXk = Tk(VkXk+i - Bk Uk+i) = Tk(VkXk+i - BkXk+1Xk+1Uk+i) 

= Tk(Pk - BkXk+lUk+l)Xk+i = Tk(VkXk+i - Bk Uk+i)Xk+lXk+i 

= TkXkXk+1Xk+i, 

PkTk = XkXk+1BkTk = [VkXk+i — Bk Uk+i)Xk+lBkTk 

= T^k BkTk— Bk Qk+\Xk+\Xk+lBkTk = {Vk Bk— Bk Qk+iBk)Tk = VkTk-

Thus, TkPkTk = TkPkTk and this lemma is proven. D 

Remark 3.34. The matrix TkPkTk is symmetric, by identity (3.43). 

Remark 3.35. Identity (3.42) is equivalent to KerXfc+i C KerT^X^, by 
equivalence (1.5). 

In the rest of this subsection we prove several auxiliary lemmas that are 
used in proofs of roundabout theorems for the nonnegativity. 

Lemma 3.36. Let (x,u) be such that Xk+\ = AkXk + BkUk, Xk E ImX f c ; and 
Xk+i E ImX f c + 1 . Then MkWk = 0, where Wk := Uk — Qk%k- This further 
implies that Wk = TkWk • 

Proof. Let Xk = XkCk and Xk+i = Xk+idk- Then 

Mk(uk - QkXk) = Mk(uk - UkXlxk) = (I - Xk+iXl+1)Bk(uk - UkXlxk) 

= (I — Xk+\Xk+l){XkJr\d — AkXkC — (Xfc+i — AkXk)XkXkCk) = 0. 

Thus, this lemma is proven. D 
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Lemma 3.37. Let m E [O, N] be fixed. Then there exists an nx n matrix S' 
that Xm+\S' = 0 and Um+\S' = Mm. 

Proof. Let us take a pair (Xm+i, Üm+i) such that ( fT
m+1

 JT
m+1 ) is symplectic. 

\ t-'m + l Um-\-l J 

This is possible by Lemma 1.20, since we can put 

Xm+i : — Um+i [Xm+1 Um+1) 
Xm-\-\ 

Um+i 

T TTT \ I ^m+1 Um+1 '• — —Xm+i [Xm+1 Um+1j i 
\ u m+1 

Now for S' := Xm+lMm we have 

Xm+iS = Xm+iXm+lMm = Xm+iXm+lMm = 0, 

Um+iS = Um+iXm+1Mm = (I + Um+iXm+1)Mm = Mm, 

and thus existence of such a matrix S' is proven. D 

Lemma 3.38. Let m E [0, X] be fixed. If xm E ImXTO and xm+\ ^ ImXT O + i ; 

then M^Xm+i ^ 0. 

Proof. Suppose that M^xm+i = 0 and xm = Xma. Then 

0 = &m(I ~~ Xm+iXm+1) xm+i = Bm{I — Xm+iXm+1)(AmXma + Bmum) 

= Bm(I - Xm+iXm+1)Xm+ia + M^Bm(um- Uma) = M^Mm(um- Uma). 

Prom that 

0 = Mm(um - Uma) = (I - Xm+iXm+l)Bm(um - Uma) 

Xm+1 -^m+l^in+l^m+l-i 

and this implies xm+\ = Xm+iXm+1xm+\, which is a contradiction with 
xm+i Í I m X m + 1 . D 

3.2.2 Matrices M* and T* 

Let (X,Ü) and (X,U) be normalized conjoined bases of (S) and (X*,U*) 
be the conjoined basis of (S*) defined by (2.18) through (X, Ü) and (X, U). 
Then, as in (3.37), we can define the 2n x 2n matrices 

Ml := (/ - X*+1X*t l } Bl T* := / - M*^M*k. (3.44) 
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Lemma 3.39. Let M£ be the matrix defined in (3.44) and let Mk be the 
matrix defined in (3.37) via (X, U). Then 

k ~\0 [I- Xk+l{I + Xl+lXk+l)-^Xl+l] Mk) ^iAb) 

and 

Proof. When we use formula (2.20) for X£+1 and compute Ml from definition 
(3.44), we get identity (3.45). 

Now we prove identity (3.46). Let Mk = FkRk be a full rank factorization 
of Mk, i.e., Fk e Rnxrk and Rk e WkXn with rk := rankMfc = rankFfc = 
ranki?fc. We define matrices Ffc* e R2nXTk and R*k e WkX2n by 

P * ( ~ \I + ^fc+i^fc+i) Xk+1Fk \ * / x 
k ^{[1- Xk+l(I + Xl+lXk+l)-^Xl+l] Fk) ' ^ - ^ H*) • 

Then FkRk = M£, rk = ranki?^, = rankM/*, while rankFj* = rk follows from 
the invertibility of the matrix on the right-hand side of identity (1.7) with 
A = Xk+\. Thus, M^ = F£R*k is a full rank factorization of M^ and from 
identity (1.3), applied first to the matrices M^ and R*k and then to Mk and 
Rk, we get 

M?M*k = RfiRlRfr'Rt = ̂  RT{RkRTk)-iRkJ = (^ M t M J • 

The proof is complete. D 

Remark 3.40. We can also compute the formula for the Moore-Penrose 
inverse of M£. When we apply identity (1.2) to the matrices F£ and R*k, we 
get 

r*t ( 0 0 
\—HkXk+i(I + Xk+lXk+i) Hk(I + Xk+iXk+l)~ 

where Hk := i f ( Ä f c ^ ) - i [ i f (/ + X J H .1X^1)-1F f c]-1 i f G W^n. 

Lemma 3.41. The following identities hold 

lk-{0 Tk)> '"^"-{o TkPkTkJ- [6A7) 

Proof The first identity is consequence of (3.46), the second identity we get 
from the first one, Lemma 2.22, and identity (3.43). D 
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3.2.3 Functional with zero endpoints 

Recall that the functional TQ is defined by formula (1.30). 

Theorem 3.42. The following statements are equivalent. 

(i) ^(xju) > 0 over xo = 0 and XN+I = 0. 

(ii) The principal solution (X, U) of (S) satisfies the P-condition 

TkPkTk > 0 for all k G [0, N], (3.48) 

and the image condition 

(3.49) 
xkelmXk for all k G [0, N + 1], 

for all admissible (x,u) with xo = 0, XN+I = 0. 

(iii) The implicit Riccati equation 

Tk+iGT
k+iR[Q]kGk% = 0 on KerGjv+i, k G [0,N], 

has a symmetric solution Qk such that QkXk = ÍJkX\Xk on [0, N + 1], 
and 

TkVkTk > 0, for all k G [0, N]. (3.50) 

(iv) The conjoined basis (X, U) of (S) given by the initial conditions 

XQ = I — XN+1XN+i, UQ = XN+1XN+i 

satisfies P-condition (3.48) and the image condition 

xk G ImXfc for all k E [0, N + 1], 

for all admissible (x,u) with XN+\XQ = 0 = XN+I-

(v) There exist symmetric matrices Fk < 0, k G [0,iV]; and a solution 
(X, U) of the system 

Xk+\ = AkXk + BkUk, 

FkXk+i = Uk+i — CkXk — VkUk, 
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k E [0,N], satisfying the initial conditions 

X0 = I — 2ĹN+I2ĹN+I > UQ = X_N+lX_N+l > 

such that X%Uk is symmetric for all k E [0, N + 1], P-condition (3.48) 
holds, and the image condition 

xk E ImXfc for all k E [0, N + 1] 
for all admissible (x, u) with X^N+ix0 = 0 = x^+\ 

holds, where (2Č,ř7) is the conjoined basis of the system (S), which has 
the coefficient matrix S_k defined in (3.8), with the initial conditions 
(X0,Ü0) = (I,0). 

Proof The equivalence of statements (i), (ii), and (iii) is a corollary of Theo­
rem 3.43 for functional with separated endpoints, which we prove in the next 
subsection. For proofs of the equivalence of statements (iv) and (v) with 
statement (i), see [37]. D 

3.2.4 Functional with separated endpoints 
In this subsection, let (X,U) be the natural conjoined basis of (S). Recall 
that the functional T is defined by formula (1.37). 

Theorem 3.43. The following statements are equivalent. 

(i) T{x, u) > 0 over J\4o xo = 0 and J\4\XN+I = 0. 

(ii) The natural conjoined basis (X,U) of (S) satisfies P-condition (3.48), 
the image condition 

xkElmXk for all k E [0, N + 1], 
for all admissible (x,u) with M.QXQ = 0, M.\X^+i = 0, 

and the final endpoint inequality 

X£ + 1 ( I \ XN+1 + UN+1) > 0 on KerMiXN+1. (3.52) 
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(iii) The implicit Riccati equation 

{I ' ^ J ^ A R[Q]k ($*,„(/ - M0) GkTk) = 0 
^fc+i^fc+i J (353) 

on Ker Mi ($N+\,O(I - Mo) GN+i) , fce[0,iV], 

/ias a symmetric solution Qk such that QkXk = VkX\Xk on [O, N + 1], 
V-condition (3.50) holds, and satisfying the final endpoint inequality 

QN+I + I \ > 0 on Ker Mi n I m X w + 1 . (3.54) 

First we prove that P-condition (3.48), image condition (3.51), and in­
equality (3.52) are necessary for the nonnegativity of T. The necessity of 
the P-condition and of the final inequality is proven similarly as in the case 
when T is positive. However, the image condition, which corresponds to the 
kernel condition in case when T is positive, is proven rather differently. 

Lemma 3.44. If T{x,u) > 0 over MoXo = 0 and MIXN+I = 0, then 
TkPkTk > 0 for all k E [0,N], i.e. P-condition (3.48) holds. 

Proof. Suppose that there exists m E [0,N] such that TmPmTm ^ 0. Then 
there is c 7̂  0 with cTTmPmTmc < 0 and, therefore, PmTmc 7̂  0. Define 
d := X4+1ßTOTTOc. Then Xmd = PmTmc 7̂  0, which follows from identity 
(3.39) in Lemma 3.33. Now we define (x,u) by 

_ J Xkd, for k E [0,m], 
Xk'~~ \ 0, for k E [ m + l , i V + l] , 

Ukd, for k E [ 0 , m - l ] , (3-55) 
uk := { -Ä^{Vm - Qm+iBm)Tmc, for k = m, 

0, for k E[m+1,N + 1], 

where Qm+i is a symmetric matrix with Qm+\Xm+i = [ / m + i X ^ + 1 X m + i , see 
e.g. formula (2.3). Such defined (x, u) is admissible and Mo x0 = MQX0 d = 
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Mo(I - Mo) d = 0, MiXN+i = 0. Further, 

N 

T [x,u) = XQTQXO + x^+irix/v+i + %luk\0 +^2xl+1(Ckxk+ Vkuk - uk+i) 
fc=0 

Xm-\d + T>m-iUm-id + Am[Dm — Qm+i 

= d XmUmd + d \Xm+l — UmBm)[Dm — Qm+iBm)Tmc 

fl svmUmÜ -\- 0, yvrn_^^yvrn_^^\yyvrn_^^lJrn Urn_^iOrn)l mC UmrmlmC 

— dT XT X^T X T r — dTX T r — rT T P T r < O 

which is a contradiction, because T was supposed to be nonnegative. D 

Lemma 3.45. If J7(x, u) > 0 over Mo xo = 0 and MIXN+I = 0, then 
xk G ImXfc for all k E [0, N + 1] for all admissible (x,u) with MoXo = 0 
and M.\XN+I = 0, i.e. image condition (3.51) holds. 

Proof. Let (x, u) be an admissible pair with Mo xo = M\XN+\ = 0. Suppose 
that there exists an index m such that xm G ImXm but xm+\ ^ I m l m + i . 
Certainly m > 0, because Mo x0 = 0 implies x0 G Im(J — Mo) = ImX0. Let 
a be such that Xma = xm. Now we take the matrix S' from Lemma 3.37 and 
an arbitrary real number t and define a := rS"M^:rTO+1. Further we define 
(x,u) by 

Xk 
Xk(a + á), for k G [0,m], 
Xfc, for fc G [m + 1,X + 1], 

Uk(a + a), forfce [ 0 , m - l ] , (3-56) 
uk := { um + Uma, for k = m, 

uk, for k G [m+ 1,X + 1]. 

Such defined (ž, it) is admissible, since for k G [0,m — 1] it is a solution of 
(S), for k G [m + 1,N] it is equal to the admissible (x, u) and for k = m we 
have 

= ^ m + 1 + Xm+\a = £ m + l + r X T O + i O MmXm-\-i = Xm-|_i, 

where we used XTO+1S" = 0. Further, Mo%o = MoX0(a + á) = 0, and 
M\XN+I = M\XN+I = 0, hence by the assumption we have T^x^u) > 
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0. Now we show that this cannot be true for all ŕ G E and thus get the 
contradiction. 

We denote X& := 3r[+1(CkXk + £>&«& — čtfc+i). Then we have 

Xfc — \ T 

0, for fee [ 0 , m - 2 ] , 
(a + ä)TX^iJJmCi — Um), for k = m — 1, 
%m+i(CmXma + Vmum + Um+Íä - um+i), for k = m, 
Xm+2(Cm+lXm+l + A n + l ^ m + l ~ Um+2), for fc G [m + 1, iV]. 

(3.57) 
Now we compute the sum 

N (m-2 N 

J]Xfc = IJ2 + J2 f Xfc + X™-! + X™ = (a + « l ' í í ^ « - Um) 
fc=0 I fc=0 k=m+l) 

N 
+ %m+i(CmXma + T>mum + Um+i&-um+i) + ^ X fc 

fc=m+l 

aTXll(Uma-um)+x^n+l{CmXma + Vmum-um+i)+ ^ X 
fc=m+l 

r / T"1 T"1 T"1 \ T"1 n 

where further 

= t[(a Um - um)(VmXm+i - BmUm+1) + xm+1Um+1\S Mmxm+1 

= t[Bm(um - Uma) + xm+i]TMmM^xm+i = 2txll+1MmM^xm+í. 

From that we get 

N 
~T~ \N+1 
" "' Ť 

fc=0 

= x^+l{TixN+i + uN+i) + a r í ( [ / m a - ttm) 
N 

+ x1
m+l{CmXma + Vmum-um+i)+ ^2 Xfc + 2r| |M^xm + i | |2 , 

k=m-\-l 

and as M^£TO+1 7̂  0 by Lemma 3.38, there exists t sufficiently large negative 
such that ^(xjü) < 0. D 

T {x, u) = XQTQXQ + ž^+iriživ+i + žfcttfc|0 +y^žfc+1(Cfcžfc + T>kük- ttfc+i) 
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Lemma 3.46. / / Tix^u) > 0 over MoX0 = 0 and M\XN+I = 0 then 
^jv+i(Ti XN+I + UN+I) > 0 on Ker AfiX^+i, i.e. final inequality (3.52) 
holds. 

Proof. Let d E Ker MIXN+Í and take the pair (Xd,Ud). It is obviously 
admissible and Moxod = 0 = M.\X^+id. Hence, T{Xd^ Ud) > 0 and from 
Lemma 1.31 we have 

T{Xd} Ud) = <Fx%T0X0 d + dTXl+lYlXN+ld + dTX^+1UN+1d - dTX^U0 d 

= d XN+1(Ti XN+I + UN+I) d. 

Thus, the inequality is proven. D 

The next lemma says that P-condition (3.48), image condition (3.51), 
and final endpoint inequality (3.52) are sufficient for the nonnegetivity of T. 
It is proven again by means of the Picone identity. 

Lemma 3.47. If the natural conjoined basis (X, U) of (S) satisfies P-condi­
tion (3.48), image condition (3.51), and final endpoint inequality (3.52), then 
F(x, u) > 0 over Mo x0 = 0 and M\ x^+\ = 0. 

Proof. Let (x,u) be admissible with MoXo = 0, MIXN+I = 0. As Xk E 
ImXfc for all k E [0, iV + 1], we get from Theorem 2.9 (Picone identity), see 
also formula (3.16), and from Lemma 3.36 

N 

T{x, u) = dT(X^+1TiXN+i + Xjf+1UN+i) d+ ^2 wlTkVkTkwk, 
k=0 

where d E Era is such that XN+id = XN+I, and Vk = Pk > 0 by Lemma 2.5. 
This together with (3.48) and (3.52) imply Tix^u) > 0 for all (x,u) with 
Mox0 = 0, M\xN+i = 0. D 

Lemma 3.48. Statements (ii) and (in) in Theorem 3.43 are equivalent. 

Proof, (ii) =>- (iii): We define Qk by (2.2) or (2.3) via the natural conjoined 
basis (X, U). Then TkVkTk = TkPkTk > 0 on [0, N] and the final endpoint 
inequality (3.54) holds. Let (2) E Ker Ali (&N+I,O(I - M0) GN+1) be ar­
bitrary with u E E( A Í + 1 ) Í I and define xk := GkTku, k E [1, N + 1] and x0 = a. 
Then (x,u) is admissible, by Lemma 1.35, and MQX0 = 0 and M\XN+I = 0. 
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Thus, by (ii), we have xk G ImXfc for all k G [0, N + 1], that is, there exists 
Cfc G Rn such that xk = Xkck for all k G [0, N + 1]. It follows that 

u) {{I~^M^1,0)R[Q]k^k'o{i~Mo) Gk%Ki 
= xl+1R[Q]kxk = c^+lXl+lR[Q]kXkck = 0, 

where we used X^+1R[Q]kXk = 0 from Lemma 2.2. 
(iii) =>- (ii): Conversely, assume that Qk satisfies the conditions in (iii). We 

show that image condition (3.51) holds. Therefore, let us take an admissible 
(x,u) with M.0X0 = 0 and J\4\XN+I = 0. Let m < N be any integer such 
that 

xk G ImXfc for all k < m. (3.58) 

This is always true for m = 0. To prove the image condition for all k G 
[0, N + 1] it suffices to further show that (3.58) implies xm+\ G ImXTO+1. 

Let d G W1 be arbitrary and define (x,u) by 

(z. ,~ N ._ í (Xk, Uk)(I - X]
k+lXk+l) d, for k < m, 

[xk,uk). | ( 0^0^ iork>m. 

Then (x, ü) is admissible with M.oX0 = 0 and M.\XN+I = 0 and so is the pair 
(x + x,u + u). From equation (3.53) and Lemma 2.2 used with (x + x, u + u) 
we get (xm+i + xm+i)TR[Q]m(xm + xm) = 0. From that and the definition of 
x we have 

0 = xm+lR[Q] + Xm(I — Xm+lXm+i) d] 

The first term is zero, by equation (3.53) and Lemma 2.2 again, and we get 

xT
m+lR[Q]mXm(I - Xl+lXm+l) d = 0 for all d G Rn. 

Now we use identity (2.8) and put d = U^+1xm+i, and get 

T 

x 
-\Um+i\I — Xm+1Xm+i)XmXm(I — Xm+lXm+i)Um+lxm+i = 0, 

XmXm[l — X T O + 1 X T O + i ) um_|_1xm_|_i = u, 

Xm{I — Xm+lXm+i)Um+lxm+i = 0. (3.59) 
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Because of (3.58), there exists c such that xm = Xmc and 

rri , rri rri rri ^ , ^ 

— ^m+lm+lC- ' VJm+l^m -^m+1 m ' -^m+lm/v^m vmC) 

= xL+i[Um+iC + T>m(um - Umc)] - X^(um - Umc). (3.60) 

Now from (3.59) and (3.60) we get 

Xm{I — Xm+lXm+i)Xm{um — Umc) = 0, 

which implies 
{I — Xm+lXm+i)Xm(um — Umc) = 0. 

Now we use (3.60) again to get xm+\ back and we obtain 

(I - Xm+lXm+l)Um+1Xm+i = 0. (3.61) 

Let (X,Ü) be such that (X,Ü), (X,U) are normalized conjoined bases of 
(S). We multiply equation (3.61) by Xm+i and get 

0 = Xm+i[I — Xm+1Xm+i)Um+1xm-^i 
= [Xm+iUm+i — Xm+iXm+lXm+lUm+l\xm+i 
= [Xm-\-iUm+1 + 1 — Xm+iXm+lXm+lU m+l\xm+\ 

hence xm+\ G Im Xm+Í and this lemma is proven. D 

Proof of Theorem 3.43. Implication (i) =>- (ii) follows from Lemmas 3.44, 
3.45, 3.46. Implication (ii) =>- (i) follows from Lemma 3.47, while equivalence 
(ii) -^ (iii) is Lemma 3.48. D 

3.2.5 Functional with general endpoints 
In the statements of the following theorem we again use the conjoined basis 
(X*, Ů*) of (S*), defined by (2.19) via the principal solution (X, Ů) and the 
associated solution (X, U) of (S), and the matrix Q* defined by (2.33) with a 
symmetric matrix Q. Recall that the functional T is now defined by formula 
(1.38). 

Theorem 3.49. The following statements are equivalent. 
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(i) F(x, u) > O over M ( 4 % ) = 0. 

(ii) The principal solution (X, U) of (S) satisfies P-condition (3.48), the 
image condition 

Xk — XkXo G ImXfc for all k E [0, N + 1], 

for all admissible (x, u) with M. (XN°+I ) = 0, 
(3.62) 

and the final endpoint inequality 

í f + 1 ( r í ; + 1 + Ü*N+1) > 0 on KeiMX*N+1. (3.63) 

(iii) The implicit Riccati equation 

$ % ° ~^+1) R[Q]k ($fc)o - Xk GkTk) = 0 
v, 2k+lUk+l / 

on Ker M (. I
 r° ) , k E [O, N], 

y® N+1,0 (~*N+lJ 

(3.64) 

has a symmetric solution Q k such that QkXk = ÍJkX\Xk on [O, N + 1], 
V-condition (3.50) holds, and satisfying the final endpoint inequality 

r + Qw+i>0 on Ker M n i m X*N+1. (3.65) 

As in the proof of Theorem 3.24, we again use the transformation of the 
quadratic functional T and system (S) into the augmented functional T* and 
system (S*). 

Proof. The proof of (i) -^ (ii) is similar to the proof of the equivalence of 
the corresponding conditions for the positivity (Theorem 3.24), we use the 
last identity in (3.47) and Lemma 2.24. The proof of (i) =>• (iii) is similar 
to the proof of Lemma 3.48 in which we replace the natural conjoined basis 
(X, U) by the principal solution (X, U), and instead of image condition (3.51) 
we use image condition (3.62). The symmetric matrix Qk satisfying the 
conditions in (iii) is defined by equation (2.2) with (X, U) in place of (X, U). 
Implication (iii) =̂> (i) is again proven similarly as in Lemma 3.48, but with 
the image condition x k — Xkx0 E ImXfc for all k E [0, m], and with the vector 
d : = Um+l(xm+i — XTO+iXo). • 
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Remark 3.50. Equivalence (i) -v̂  (ii) in Theorem 3.49 can be again proven 
similarly as in the alternative proof of equivalence (i) -v̂  (ii) in Theorem 3.24, 
see page 62, but here we have to prove the necessity of image condition (3.62) 
with the use of the augmented functional T*, because image condition (3.49) 
for zero enpoints does not imply image condition (3.62). 

3.3 Implicit Riccati equations 

In this section we collect and compare various forms of implicit Riccati equa­
tions. In the case of zero and separated endpoints, we have only one form 
for the positivity and one form for the nonnegativity. In the case of general 
endpoints, three equivalent forms of implicit Riccati equations are possible 
for the positivity and two for the nonnegativity. One of them (for the posi­
tivity) involves the augmented Riccati operator R*[Q*]k, in the others only 
the original Riccati operator R[Q]k in dimension n appears. 

For convenience, we denote in this section the 'P-conditions as follows 

Vk = B\Vk - BT
kQk+lBk > 0 for all k E [0, N], (V) 

TkVkTk > 0 for all ke[0,N], (TVT) 

where the matrix T is defined in (3.37) through a conjoined basis (X, U) 
specified in the corresponding statements. Further, Q* is again the matrix 
defined by (2.33) with a symmetric matrix Q and the associated solution 
(X, Ü) of (S), and (X*, Ü*) is the conjoined basis of (S*) defined by (2.19). 

First we display implicit Riccati equations for the positivity. 

Positivity, zero endpoints . The implicit Riccati equation 

R[Q]kGk = 0, ke[0,N], 

has a symmetric solution Qk on [0, N + 1] such that condition (V) holds. 

Positivity, separated endpoints . The implicit Riccati equation 

R[Q]k($k,o(I-Mo) Gk)=0, ke[0,N], 

has a symmetric solution Qk on [0, N + 1] such that Q0 = T0, condition (V) 
holds, and satisfying 

I \ + QN+I > 0 on Ker Al i n lmXN+1. 

Positivity, general endpoints . 
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(i) The implicit Riccati equation 

R[Q]kGk = 0, ke[0,N], (3.66) 

has a symmetric solution Qk on [0, iV+1] such that condition (V) holds, 
and Q*N+i satisfies the final endpoint inequality 

r + <5w+i > 0 on Ker M n Im X*N+1. (3.67) 

(ii) The implicit Riccati equation 

R[Q]k ( $ M - Xk Gk) = 0 , k E [0, N], (3.68) 

has a symmetric solution Qk on [0, N + 1] such that Q0 = 0, condition 
(V) holds, and Q*N+i satisfies final endpoint inequality (3.67). 

(iii) The implicit Riccati equation 

R*mkUío Gk)
 = ° ' fcG[°'iV]' (3-69) 

has a symmetric solution Qt = (* Qk) on [0, N + 1] such that QQ = 0 
and (V) holds, and satisfying the final endpoint inequality (3.67) with 
Q*N+1 instead of Q*N+l. 

Remark 3.51. The above implicit Riccati equations for the positivity can 
be replaced by the following weaker forms. 

Positivity, zero endpoints. 

R[Q]kGkTk = 0 on KerGjv+i, k E [0,N]. 

Positivity, separated endpoints. 

R[Q]k{$k,o(I-Mo) Gk%)=0 
on KerM! ($jv+i,o(/ - Mo) GN+1) , ke[0, N]. 

Positivity, general endpoints. 

R*[Q%(J r°r)=0 on KerM Í,1 r° ) , ke[0,N]. 

These forms of implicit Riccati equation appear e.g. in [40]. 
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Next, we display implicit Riccati equations for the nonnegativity. 

Nonnegativity, zero endpoints. The implicit Riccati equation 

%T+iGl+1R[Q]kGkTk = 0 on KexGN+1, k e [0, N], (3.70) 

has a symmetric solution Qk such that QkXk = UkX\Xk on [0,N + 1], and 
(TVT) holds with Tk defined via (X, U). 

Nonnegativity, separated endpoints. The implicit Riccati equation 

( / ~Jf^fk+lA R[Q]k ($M(/ - Mo) Gk%) = 0 
fc+i fc+i / 

on Ker Mi ($N+i,o(I - M0) GN+1) , ke[0,N], 
(3.71) 

has a symmetric solution Qk such that QkXk = UkX\Xk on [0,N + 1], and 
(TVT) holds with Tk defined via the natural conjoined basis (X, U), and 
satisfying the final endpoint inequality 

QN+I + I\ > 0 on Ker Mi n ImXw + 1 . (3.72) 

Nonnegativity, general endpoints. 

(ľ) The implicit Riccati equation 

%+\Gk+iR[Q]kGkTk = 0 

[ueM^N+l>: M ( G ° juelmMÍ^1 U , ke[0,N], 
(3.73) 

has a symmetric solution Qk such that QkXk = UkX\Xk on [0, N + 1], 
(TVT) holds with T defined by (X,U), and Q*N+i satisfies the final 
endpoint inequality 

r + Q w + i > 0 on Ker M n lmX*N+1. (3.74) 

(iľ) The implicit Riccati equation 

$ % ° ~^+1) R[Q]k ( $ M - Xk Gk%) = 0 

on 

on KerM (. I
 r ° ) , k E [Q, N], 

(3.75) 
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has a symmetric solution Qk such that QkXk = VkX\Xk on [0,N + 
1], (TVT) holds with T defined via (X,U), and Q*N+i satisfies final 
endpoint inequality (3.74). 

Remark 3.52. Similarly as in case of the positivity, we could furthermore 
formulate a statement analogous to (iii). 

(iii') The implicit Riccati equation 

(o Tatet) R'lQ'lk (*!» cľíí)=° 
' / on Ker M ( . I

 r ° ) , ke[0,N], 
(3.76) 

has a symmetric solution Q*k = (t Qk) such that Q*kX^ = UkXl'X^ on 
[0, N + 1], and (TVT) holds with Tk defined via (X,U), and satisfying 
the final endpoint inequality (3.74) with Q*N+i instead of Q*N+l. 

But, by Remark 2.18, this solution Q* must have the form (2.22), and thus 
statement (iii') would say the same as statement (ii'). 

Remark 3.53. The condition QkXk = VkX\Xk (or QkXk = UkXlXk) that 
does not appear in statements for positivity cannot be removed from state­
ments for nonnegativity. See Example 3.57 at the end of this section. How­
ever, we do not know, whether this condition can be replaced by a weaker 
one, e.g. by the condition X^QkXk = UkXk. 

In the remaining part of this section, conditions (i)-(iii) and (i')-(iii') 
refer to implicit Riccati equations displayed on pages 79-80. 

Theorem 3.54. Statements (i) - (iii) are equivalent. 

Theorem 3.55. Statements (i'J and (ii'J are equivalent. 

Both theorems are proven independently of the roundabout theorems 
(Theorem 3.24 and Theorem 3.49), except of the final endpoint inequality in 
implication (iii) =̂> (i). In proofs we use the next auxiliary lemma. 

Lemma 3.56. If R[Q]kGk% = 0, then R[Q]k (Xk - $ M -Gk%) = 0. 
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f U ° \ Proof Let (« ) be arbitrary n + (N + 1)n-vector, where u := I : J. Define 

a pair (x,u) by 

xk :=Xka- $k,0a- GkTku, k E [0, N + 1], , , 
Mfc := Üka-uk, ke [0,N]. 

This (ž, it) is admissible, because 

Akxk + ßfcttfc = AkXk a - $fc+i,o a - AkGk% u - Bkuk + #fcč7fc a 

= Xk+i a - $fc+i,o a - Gfc+iT^+i u = xk+i-

Further, x0 = X0a — $0,0« — G0%u = 0, and Lemma 1.29 implies that 

( Üo a-u0 

: ) = U a — u. We have 
ÜN a-uN, 

R[Q]k (Xk — $fc)0 —GkTk 

Thus, this lemma is proven. 

R[Q]kXk = R[Q]kGkTkü = 0. 

Proof of Theorem 3.54- Implication (ii) =>- (i) holds trivially, and (i) 
holds by Lemma 3.56. 

(ii)=>- (hi): From (3.68) we have 

D 

(u) 

R[Q]i -xk I) 
1 

$ 
0 

fc,o Gk 
= 0, ke[0,N], 

which implies 

~x;+i) R[Q]* -xk I) $ fc,o Gk 
= 0, ke[0,N], 

and thus, by identity (2.25), we get R*[Q*]k (<t>i0 Sk) = 0 . Further, Q0 = 0 
and thus Q Q = 0. 

(iii)=>- (i): Let Q*k = (* Qfc) be a solution of (3.69) satisfying the given 
conditions. From the definition of R*[Q*] we have 

R*[Q% = Í* k \ 

\ * Qk+lJ 
\(o o\ 
\o ck) 

I 0 
0 A 

/ 0 
0 vk 

0 0 
0 Bk 

k -k 

* Qk 

k -k 

* Qk 
k k 
k R[Q]kJ-

(3.78) 
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We multiply equation (3.69) by the matrix (°) from the right and get 

'* -k \ / 0 
* R[Q]kJ \Gk, 

which implies R[Q]kGk = 0. Now it remains to show the final endpoint 
inequality. By Theorem 3.24, we have that inequality (3.21) holds, which is 
equivalent to (3.67). D 

Proof of Theorem 3.55. (i')=^ (ü'): Similarly as in the proof of Lemma 3.56, 
we take arbitrary n + (N + ľ)n-vector (XS ) such that M. (&J 0 G^+1 ) (xů ) = 
0, and define (x,u) by (3.77). We get 

W MT) (%y "T
XfcT+1 )R[Q]k ($*,„ - Xk GkTk)h 

= üTrk
T

+1Gl+1R[Q]kGkTkü. 

Since M (<ĚN+1,0XO+GN+1U) = 0, we have M (G^+1 )u = M í x i + 1 ) xo, and 
hence, equation (3.73) implies urT^1

+1G^+1R[Q]kGk'Tkü = 0. 
(ii')=> (i'): Let u G E(w+1)ra and M (Gj^+1 )u = M (^+1) a. We define 

u := Ua - u, where U := : . Then Al ( $ ^ 0 G^+1 ) (1) = 0 and 
\üNJ 

($fc,o - ^fc)a + Gk%tu = Gk%u- Note that $fc)0Q! + Gk%U_a = Xka, by 
Lemma 1.29. Hence, from equation (3.75) we get equation (3.73). D 

Finally, we show an example of TQ ^ 0 such that there is a symmetric 
solution Q k on [0, N + 1] of equation (3.70) satisfying condition (TVT) and 
not satisfying QkXk = \JkX\Xk on [0, N + 1]. 

Example 3.57. Let n = 1, X = 3, and Sk = (_°i \) for fc G [0,3], i.e. 
Ak = 0 and Bk = T>k = —Ck = 1. Assume that both endpoints are zero. 
Then the functional TQ takes the form TQ{x,u) = J2k=o{ut ~ ^xkUk} over 
pairs (x,u) satisfying Xk+i = Uk for k G [0,3] and xo = 0 = £4. The 
principal solution (X, U) of (S) is in this case X = {0,1,1, 0, —1} = XT and 
U = {1,1,0, —1, —1}. Then JT0 ^ 0, since T^x^u) = —1 for the admissible 
pair (x,u) defined by x := {0,1,1,1,0} and ú := {1,1,1,0}. Note that 
x3 ^ ImX3, i.e. image condition (3.49) is violated. 

file:///JkX/Xk
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Define Q := {2, | , —1, 2, 0}. Then Qk satisfies equation (3.70) and condi­
tion (TVT), and does not satisfy that QkXk = UkX\Xk for k E [0,4]. This 
can be verified when we calculate the sequences R[Q] = {0,0 ,0 , -1}, V = 
{±,2 , -1 ,1}, M = {0,0,l,0} = M t , T = { l , l , 0 , l } , T P T = { i , 2 , 0 , l } > 0 , 
G3 = (0 0 1), and G4 = (0 0 0 l ) . 

3.4 Perturbation of quadratic functionals 
In this subsection we present theorems that say that the nonnegativity of 
a functional with zero, separated, and general endpoints, respectively, on 
admissible pairs (x,u) with corresponding boundary conditions is equiva­
lent to the nonnegativity of a perturbed functional on admissible pairs (x, u) 
such that (XN+i) is restricted to a (larger) subspace. If the (nonperturbed) 
functional is positive then this restriction holds for all admissible pairs, thus 
corresponding results regarding the positivity say that the positivity of a 
functional on admissible pairs (x, u) with given boundary conditions is equiv­
alent to the positivity of a perturbed functional on all admissible pairs (x, u) 
with x ^ 0. 

3.4.1 Functional with zero endpoints 
Again, recall that (X, U) is the principal solution of (S), i.e. (X0, Uo) = (0, I), 
and (X,U) is the associated solution of (S), i.e. (X0,U0) = (1,0). The 
functional TQ is defined by formula (1.30). 

Theorem 3.58. The following statements are equivalent. 

(i) TQ(X,U) > 0 over xo = 0 = XN+I-

(ii) There exist a > 0 and ß > 0 such that 

T0(x,u) + a \\x0\\2+ß H^Ař+iH2 > 0 over xN+i — XN+Íx0 E ImXw + 1 . 

(iii) There exists a > 0 such that 

^(XjU) + a \\xo\\2 > 0 over XN+Íx0 E ImXw + 1 , x^+\ = 0. 

(iv) There exists ß > 0 such that 

TQ(X,U) + ß ||xAř+i||2 > 0 over Xjv+i e I m l ^ i , x0 = 0. 
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(v) There exists a > 0 such that 

TQ{X,U) + a \\XQ\\2 > 0 over XN+IXO = XN+I-

(vi) TQ(X,U) > 0 over X^+i^o = xjv+i = 0. 

Proof. Conditions (ii)-(vi) imply condition (i) trivially, and condition (ii) 
implies (iii) and (iv). It remains to prove that (i) implies (ii), (v) and (vi). 

(i) =>- (ii): Let (x,u) be an admissible pair with XJV+I — XN+ÍXO €= 
ImX;v+i- Then, by Theorem 2.31, we have that the identity 

F0{x,u) = ( x° ) Q* ( x° ) +F0{x,ü), (2.39) 

holds, where (x,u) is an admissible pair with x0 = x^+\ = 0 and Q* is a 
symmetric 2n x 2n matrix. Let A0 be the smallest eigenvalue of Q*. Then 
from (2.39) and inequality (1.8) we get 

^Fo(x,u) > A0(||x0 | |2 + | |XJV+I||2) > -|A0 |(lkoll + Ikw+ill2)-

Hence, the inequality in (ii) holds for any a,ß > |Ao|. 
(i) =>- (v): li XN+\XO = XN+I, then, by Corollary 2.33, we get TQ(X,U) > 

XIXJ]+1UN+IXO. We use again condition (1.8) and get that the inequality in 
(v) holds for any a > \X\\, where Ai is the smallest eigenvalue of XJJ+1UN+I-

(i) =>- (vi): As in previous case, we have TQ(X,U) > XQX7,+1UN+IXO, and 
XN+1%0 = 0 further implies TQ(X,U) > 0. D 

T h e o r e m 3.59. The following statements are equivalent. 

(i') TQ(X,U) > 0 over x0 = 0 = XN+I, X ^ 0. 

(ii') There exist a > 0 and ß > 0 such that 

TQ(X,U) + a \\XQ\\2 + ß ||^Ař+i||2 > 0 over x ^ 0. 

(iii') There exists a > 0 such that 

TQ{X,U) + a \\XQ\\2 > 0 over x^+i = 0, x ^ 0. 

(iv') There exists ß > 0 such that 

TQ{X,U) + ß ||^Ař+i||2 > 0 over XQ = 0, x ^ 0. 
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(V) There exists a > 0 such that 

TQ{X,U) + a \\XQ\\2 > 0 over XN+I^O = %N+I, X^O. 

(vi') TQ(X,U) > 0 over XN+IXQ = x^+\ = O, x ^ X i 0 -

Proof. Again, conditions (ii')-(vi') imply condition (i') trivially, and condi­
tion (ii') implies (iii') and (iv'). It remains to prove that (i') implies (ii'), 
(v') and (vi'). Conditions (i)-(vi) refer in this proof to Theorem 3.58. 

(i') =>- (ii'): First note that (i') =>- (i) =>(ii). From Lemma 3.5 we have that 
KerX f c + 1 C KerXfc for all k E [0,N] and hence, by Corollary 2.34, identity 
(2.39) holds for all admissible (x, u). Thus, we get that there exist ä > 0 and 
ß > 0 such that TQ(X,U) + ä \\xo\\2 + ß ||^Ař+i||2 > 0 for all admissible (x,u). 
Now, for a := a + 1 and ß := ß+ 1 we have TQ(X,U) + a \\xo\\2 + ß ||^Ař+i||2 > 
||x0 | |2 + ||^Ař+i||2, and ||x0 | |2 + ||^Ař+i||2 > 0 except when x0 = 0 = x^+\. But 
if x0 = 0 = XN+I, then, since x ^ 0, condition (i') directly implies that the 
inequality in (ii') holds for such (x,u) with any a,ß. 

(ľ) =>- (v'): We use (i') =>- (i) =>- (v) and get that there exists á > 0 such 
that TQ(X,U) + á \\xo\\2 > 0 over XN+ÍXO = XN+I- AS in the previous case, 
for a := á + 1 we get TQ(X,U) + CÜ||X0||2 > ||^o||2, and as XN+IXQ = XN+I, 
\\xo\\2 > 0 except when x0 = 0 = x^+\. And if x0 = 0 = x^v+i, then, since 
x ^ 0, condition (i') directly implies that the inequality in (ii') holds for such 
(x,u) with any a. 

(i') =>- (vi') Define (x,u) as in (2.42). Then x ^ 0, because x ^ X:r0, and 
from (2.39) we get TQ(X,U) = Toix^u) > 0. D 

Remark 3.60. Another way of proving (i') =>- (ii') is via generalized Picone 
identity (2.36), where we take a = x0 and the normalized conjoined bases 
(X, U) and (X, U), and get 

/ \ T . / \ N+1 N 

Fo{x,u) = r° j Qir°j +^2wlvkwk, 

with Q* defined by (2.33), with Q such that Q0 = 0 and QkXk = UkX\Xk on 
[0 ,X+1] . A s P f c > 0 , b y L e m m a 3 . 5 , w e g e t ^ o ( x , M ) > (*£% f Q*N+1 (*£% )• 

Remark 3.61. Yet another way of proof of (i') =>- (ii') uses results for the 
positivity of functional with general endpoints. More specifically, we consider 
the functional with the matrix T := (o $) and the matrix M. := 0 and show 
that there exist a,ß > 0 such that condition (3.21) holds. 
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Remark 3.62. We can see that in case of the nonnegativity of T0, the 
endpoints xo and XN+I cannot be free, but must be restricted to a subspace. 
This is also shown in the following example where Toix,u) > 0 over xo = 
0 = XN+I, but there is no a,ß > 0 such that Tix,u) = a \\xo\\2 + ß ||^Ař+i||2 + 
Foix,u) > 0. 

Example 3.63. Consider the coefficients Sk = J, that is, Ak = T>k = 0 and 

Bk = —Ck = / for all k G [0, N]. Then the solution Xk is 

{Xk}^ = {1,0,-1,0,1,0,-1,0,...}, 

and the functional To takes the form 

Toix,u) = - 2 <̂  XQUO + ^ul^Uk ? 
^ k=\ > 

for admissible ix,u), i.e. Xk+i = Uk on [0, N]. 
If we take N = 1, then 

T0ix,u) = —2XQUO — 2UQUI 

for admissible ix,u) and, in particular, T0ix,u) = 0(> 0) when x0 = x2 = 0. 
Note that in this case To is not positive definite. On the other hand, 

Tix,u) = a \\XQ\\2 + ß ||^Ař+i||2 — 2XQUO — 2UQU\ ^ 0 

over xo and X2 free, which follows for example by choosing uo := (CÜ+/3) Xo 7̂  0 
and U\ := x0, so that Tix,u) = — (a + /3) ||x0 | |2 < 0. 

Finally, observe that when N > 2, then ^ 0 ( x , «) ^ 0 over x0 = 0 = x^+\, 
which can be shown e.g. by choosing U\ := u0 ^ 0 and «2 = • • • = UN := 0, 
so that Toix,u) = —2 \\uo\\2 < 0. 

3.4.2 Functional with separated endpoints 
In this subsection, let iX,U) be the normalized conjoined basis of (S), i.e. 
X0 = I — M.Q and Uo = r0 + M.Q, and let (X, Ü) be its associated solution 
such that X 0 = M.Q and ř70 = M.Q — I- Recall that the functional T is 
defined by formula (1.37). 

Theorem 3.64. The following statements are equivalent. 
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(i) T{x, u) > 0 over M.QXQ = 0 = M.\x^+i. 

(ii) There exist a > 0 and ß > 0 SKC/Í č/iač 

Jzr(x,M) + cü||yWo^o||2 + /3| |Aiixw+i | |2 > 0 

over MiXN+i - [XN+1 + (/ - .Mi)£/"iV+1].A/fo:£o e Im[Xw+1 + (/ -
Mi)UN+1]. 

(iii) T/iere exisís a > 0 such that 

T {x, u) + a ||A1o^o||2 > O 

over [XN+l + (I - Mi)ÜN+l]M0x0 G lra[XN+l + (I - Mi)UN+l], 
MIXN+I = 0. 

(iv) There exists ß > O such that 

F(x,u)+ß\\MixN+l\\2 > O 

over MIXN+I G lm[XN+i + (I — MI)UN+I], MOX0 = 0. 

(v) There exists a > O SKC/Í that 

T {x, u) + a ||A1o^o||2 > O 

over M\xN+i = [XN+Í + (I - Mi)ÜN+i]Mox0. 

(vi) T{x, u) > O over MixN+1 = [XN+1 + (I - Mi)ÜN+i]M0x0 = 0. 

Theorem 3.65. The following statements are equivalent. 

(i') T{x, u) > 0 over M.QXQ = 0 = M.\XN+\, X ^ 0. 

(ii') T/iere exisi a > 0 and ß > 0 SKC/Í č/iač 

Tix^ŕ) + a ||A1o^o||2 + /3 ||A1iXAř+i||2 > O over x^O. 

(iii') T/iere exists a > O SKC/Í č/iač 

Tix^-u) + a ||A1o^o||2 > O over .Mi:z;v+i = O,x ̂  0. 



3.4. PERTURBATION OF QUADRATIC FUNCTIONALS 89 

(iv') There exists ß > 0 such that 

T{x,u) + ß \\M.\XM+I\\2 > 0 over MoXo = 0,x^O. 

(v') There exists a > O SKC/Í č/iač 

J^(x, tí) + a ||Alo^oll2 > 0 

over MIXN+I = [XN+I + (I — Mi)ÜN+i]Mox0, x ^ 0. 

(vi') T {x, u) > 0 over M\xN+i = [XN+1 + (I - Mi)ÜN+1]M0x0 = 0, 
x ^ XMoXo. 

We prove both theorems with the use of the transformed system (S), 
introduced in Subsection 3.1.2. 

First note that if (X, U) and (X, Ü) are the principal and the associated 
solutions of (S), i.e. if X_i = 0, U-\ = I, and X_i = / , Ü-i = 0 then 
X0 = I - Mo, U0_ = To + Mo, X 0 = Mo, U0 = Mo- I, XN+2 = XN+1 + (I-
M\)UN+I, and XN+2 = XN+i + (/ — M\)UN+I. Thus, the principal solution 
(X, U) of (S) on [— 1, N + 2] is in fact the natural conjoined basis of (S) on 
[0,X + 1]. 

Remark 3.66. The associated solution (X, Ü) given above is not the unique 
one which will work for this theorem. Another choice is to take the trans­
formed system from Remark 3.17. Then we would get the associated solution 
with X0 = [r0 + Mo - e(I - Mo)]-1, Uo = e[T0 + Mo - e(I - Mo)]-1. 

Proof of Theorem 3.64- Conditions (ii)-(vi) imply condition (i) trivially. 
Let condition (i) hold. Then, by Lemma 3.20, ^Fo(x,ü) > 0 over X-\ = 

0 = XN+2, and hence conditions (ii)-(vi) from Theorem 3.58 are satisfied, 
where we replace the interval [0, iV+1] by [—1, N+2], the pair (x, u) by (x, ü), 
the functional TQ(X,U) by TQ(X,U), and the solutions (X, U) and (X, U) by 
(X,U) and (X,Ü). Now we will show that (i) implies (ii) in details. The 
other implications (i) =̂> (iii)-(vi) are proven in a similar way. 

Let (x, u) be an admissible pair w.r.t. {A, B) with M\XN+\ — [XN+I + (I — 
M\)ÜN+i]MoXo E Im[X w + 1 + (/ — M\)UN+i]. Then the pair (x,u) defined 
by (3.18) is admissible w.r.t. (A,B) on [— 1, X + 2], ž_i = MoXo, XN+2 = 
MIXN+I, and XN+2 — XN+2X-I E ImXjv+2. Furthermore, by Lemma 3.18, 
Tix^u) = ^Fo(x,ü). Hence, by condition (ii) from Theorem 3.58, we have 

0 < To{x,u) + a | |ž_i | |2 + /3 ||ŽAř+2||2 = T{x,u) + a \\MoXo\\2 + ß \\M\xN+i\\2, 
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where a and ß are the positive numbers that exist by condition (ii) from 
Theorem 3.58. D 

Proof of Theorem 3.65. The proof is same as the proof of Theorem 3.64, 
only we use Lemma 3.21 and Theorem 3.59 instead of Lemma 3.20 and 
Theorem 3.58. D 

Other perturbation type conditions are possible, formulated via the prin­
cipal solution (X, U) and the associated solution (X, U) of (S) instead of the 
natural conjoined basis (X, U) and the solution (X, Ü) of (S). 

Theorem 3.67. The following statements are equivalent. 

(i) F(x, u) > 0 over M.oXo = 0 = M.\XN+\ • 

(ii) There exist a > 0 and ß > 0, and a 2n x 2n matrix O* such that 

F(x,u) + a\\M0xo\\2 + ß\\M1xN+1\\
2-2( X° ) O* ( Z ^ 0 ) > 0 

\XN+IJ \M.\XN+IJ 

over MIXN+I — XN+iMo%o E I m X w + 1 . 

(iii) There exists a > 0 such that 

T{x,u) + a ||A1o^o||2 — 2XII+1UN+IMOXO > 0 

over XN+iMox0 = MixN+i. 

Proof. Conditions (ii) and (iii) imply condition (i) trivially. 
(i) =>- (ii): Let (x, u) be an admissible pair with M.\XN+\ — XN+\M.QXQ E 

ImX;v+i. Then, by Theorem 2.38, we have that the identity 

r , x T (- - \ ( - ^ 0 ^ 0 \ m / MQXQ \ 

F0{x)u) = ^u)-{MiXN+i) Q {MlXN+1) 
J- of X° \ TT* V*t ( M°X° ^ 
+ \XN+l) N+1 N+1{M1XN+1)^ 

holds, where Q* is a symmetric 2n x 2n matrix, and (x,u) is an admissible 
pair with x0 = (I — J\4o)x0 and x^+\ = (I — M.\)x^+i. Thus, X^YQXQ + 
xN+li-lXN+l — xo J-0^0 T xN+lllXN+l-
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Let A0 be the smallest eigenvalue of — Q*. Then from inequality (1.8) we 
get 

rp 

- ŕ / ľ 0 * 0 ) Q*(u°X° )>U\\M,x42 + \\MlxN+ir). \MixN+i) \MixN+iJ 

Hence, the inequality in (ii) holds for the matrix O* := ^jv+i^jv+i an<^ a n y 
a,ß > |Ao|. 

(i) =>- (iii): If XN+IJ\4OXO = J\4\XN+I, then, by Corollary 2.39, we get 

T{x,u) > (Mox0)TXjj+lÜN+iMoXo + 2xJf+lÜN+iMox0. 

We use condition (1.8) and get that the inequality in (iii) holds for any 
a > | Ai|, where Ai is the smallest eigenvalue of XJJ+1UN+I- D 

Remark 3.68. We can see that when the conditions are formulated via the 
solutions (X,U) and (X,U) of (S), an extra term with a 2n x 2n matrix 
O* appears in the perturbed functional. This term cannot be removed, as is 
shown in the following example, where T > 0 over M.0X0 = 0 = J\4\XN+I, 

but there is no a,ß > 0 such that a ||A1o^o||2 + ß \\MIXN+I\\2 + Tix^u) > 0 
over MIXN+I — XN+iMo%o E I m X w + 1 . 

Example 3.69. Consider the coefficients £>o = —Co = T>0 = I, Ao = 0, and 
Ak = Vk = I, Bk = Ck = 0 for k E [I, N], and the matrices M0 = 0 , M i = I, 
and r0 = I \ = 0. Then the principal solution Xk is 

{**}££ = {o, / , / , / , . . . , / } • 
Admissible pairs (x, u) are 

{(XkjUk)}^1 = {(xo,uo),(u0,ui), (u0,u2),.. •, (u0,uN+i)}, 

and admissible pairs (x,u) with M.0X0 = 0 = J\4\XN+I are 

{(.xk,uk)}%^ = {(x0,0),(0,ul),(0,u2),...,(0,uN+l)}. 

The functional T takes the form 

T{x,u) = —2XQUO + UQUO, 

and Tix^u) = 0(> 0) when M.0X0 = 0 = J\4\XN+I- On the other hand, 

T{x,u) + a ||A1o^o||2 + ß \\M\xN+i\\2 = —2XQU0 + UQU0 + ß \\uo\\2 ^ 0 

over MIXN+I — XN+ÍJ\4OXO & ImXjv+i, i.e. over all (x,u) admissible, which 
follows for example by choosing Xo := (1 + ß) Uo ^ 0, so that Tix^u) = 
-(l+ß)\\u0\\

2 <0. 
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3.4.3 Functional with general endpoints 
In this subsection we again use the conjoined basis (X*, U*) of (S*), defined 
by (2.19) via the principal solution (X, U) and the associated solution (X, U) 
of (S). Recall that the functional T is now defined by formula (1.38). 

Theorem 3.70. The following statements are equivalent. 

(i) T{x, u)>{) over M ( 4 % ) = 0. 

(ii) There exists a > 0 such that 

Jr(x,u) + a\\M(x
x
N°+i)\\2>0 

over M{x
T

N°+i) e Im[X^+1 + (/ - M)U*N+l}. 

Theorem 3.71. The following statements are equivalent. 

(ť) J7(x, u)>0 over M ( x „ + 1 ) = 0, x ^ 0. 

(ii') There exists a > 0 such that 

| |A<(s£+i) | | 2>0 over x JE 0. 

The proofs of Theorems 3.70, 3.71 are again based on transforming system 
(S) and the quadratic functional T into augmented system (S*) and the 
augmented quadratic functional 

J~ \X , U ) '.— XQ IQ XQ -\- Xjy_i_^l i 3^JY_|_I T J~Q \X ,U ) , 

which has separated endpoints, where M.Q := \ (Ii~/), M\ '•= M., T0* := 0, 
I\* := r. 

Proof of Theorem 3.70. Condition (ii) implies condition (i) trivially. 
Let condition (i) hold. Then, by Lemma 3.26 and Lemma 3.27, we have 

T*(x*,u*) > 0 over M*Qx*Q = 0 = M\x*N+1, and hence condition (iv) from 
Theorem 3.64 holds for (x*,u*) and T*(x*,u*) in place of (x,u) and ^(xju), 
and with the natural conjoined basis (X*, U*) of (S) in place of the natural 
conjoined basis (X,U) of (S). This is equivalent to condition (ii), because 
.Mo^o = 0 implies that (x*,u*) has the form from Lemma 3.26. Hence, 
M\x*N+l = M ( 4 % ), T*{x*,u*) = T{x,u), and (X*, [)*) = (X*, U*) ("/ }) 
and Im[X^+1 + (/ - M)U*N+1] = lm{[X*N+1 + (J - M)U*N+1] ( " / { ) } . D 

Proof of Theorem 3.71. The proof is same as the proof of Theorem 3.70, we 
only use Theorem 3.65 instead of Theorem 3.64. D 
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3.5 Notes 

The focal point definition (Definition 3.1) was for discrete symplectic systems 
first introduced in [13], and earlier for Hamiltonian difference systems in [9]. 
Regarding the positivity for zero endpoints in Theorem 3.4, the equivalence 
of (i)-(iii) is from [13], the equivalence of (i), (iv), and (v) is from [40], and the 
equivalence of (i), (vi), and (vii) is new and is contained in [37]. Regarding the 
positivity for separated endpoints in Theorem 3.14, tje equivalence of (i)-(v) 
is from [40], while the equivalence of (i), (vi), and (vii) is new and is contained 
in [37]. The tranformation of separated endpoints into zero endpoints in 
(3.17) is a modification of the one in [40]. Regarding the positivity for general 
endpoints in Theorem 3.24, (i)^(ii) is in [11] under the assumption Ker Al C 
ImX^+ 1 . This assumption was eliminated (by taking Ker Al n ImX^+ 1) 
in [40] where this result was extended by the equivalence of (iii)-(v). Another 
transformation as it is described in Remark 3.25 can be found in [40]. 

The basic results on the matrices Mk, Tk in Subsection 3.2.1 are from [46]. 
Lemmas 3.36-3.38 are from [18]. Subsection 3.2.2 is new and it is contained 
in [37]. Regarding the nonnegativity for zero endpoints in Theorem 3.42, 
(i)-^(ii) is from [18], (i)^(iii) is new and it is in [39], and the equivalence 
of (i), (iv), and (v) is new and is contained in [37]. The necessity of P-
condition (3.48) (see also Lemma 3.44) is established in [24]. Regarding the 
nonnegativity for separated endpoints in Theorem 3.43, (i)-^(ii) is from [16], 
and (i)^(iii) is new and it is contained in [39]. Regarding the nonnegativity 
for general endpoints, Theorem 3.49 is new. More precisely, the equivalence 
of (i) and (ii) is in [37] and the equivalence of (i) and (iii) is in [39]. 

The comparisons of implicit Riccati equations in Theorems 3.54, 3.55 
are new, some parts are in [39]. The equivalences for perturbed quadratic 
functionals in Theorem 3.58 as well as Theorems 3.59, 3.64, 3.65, 3.70, 3.71 
are new. 

3.6 Perspectives 

Some of our new results for discrete symplectic systems have already been 
generalized to time scales. For example, Riccati inequality (3.4) and some of 
the perturbations in Theorem 3.58 are derived in [44] and [38] for time scale 
symplectic systems, respectively. We believe that also the other new results 
can be extended to such systems, which would lead to new results even for 
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continuous time linear Haniiltonian systems. 
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