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Abstrakt

Práce se zabývá teoríı kategoríı. Studujeme v ńı konkrétńı kategorie,
zejména kategorie algeber a koalgeber. Tyto objekty jsou zobecněńım pojmu
algebra v klasickém smyslu univerzálńı algebry na množinách. Uvedeme
několik druh̊u algeber a vztahy mezi jejich kategoriemi. Zavedeme pojem
l-algebraických kategoríı, který zahrnuje mnoho přirozených př́ıpad̊u.

Připomeneme definici variety od J. Adámka a H. E. Porsta na kokom-
pletńı kategorii založenou na řetězcové konstrukci volné algebry. Jedná se
o kategoriálńı protěǰsek rovnicového zadáńı variety v klasické univerzálńı al-
gebře. Ukážeme jiný př́ıstup k těmto tř́ıdám včetně d̊ukazu ekvivalence s
výše uvedeným. Uvedeme také d̊uležité vztahy těchto tř́ıd k jiným tř́ıdám
algeber. Zejména dokážeme, že každá varieta je algebraická, což spojuje dva
r̊uzné kategoriálńı př́ıstupy k varietám.

Dále se zaměř́ıme na otázku volných algeber. Protože řetězcová kon-
strukce nám pro vhodné funktory dává volné algebry, ukážeme, jak z ńı
pomoćı výsledk̊u G. M. Kellyho z r. 1980 můžeme odvodit existenci volné
algebry ve varietě.

Posledńı kapitola se věnuje vztah̊um mezi existenćı volné algebry, Alg-
univerzálńıch funktor̊u a kohustotńıch monád př́ıslušného zapomı́naj́ıćıho
funktoru. Výsledkem je daľśı charakterizačńı věta pro monadické kategorie.
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Abstract

The thesis is on category theory. Concrete categories are investigated, namely
the categories of algebras and coalgebras. These objects are category-theoretical
generalizations of algebras in the sense of the classical universal algebra on
sets. Numerous kinds of algebras are recalled showing the relations between
their categories. A concept of l-algebraic categories is introduced including
many natural examples.

For the cocomplete base category, the definition of variety by J. Adámek
and H. E. Porst is recalled. It is based on the concept of free-algebra chain
construction which enables a categorical counterpart to the equational pre-
sentation of varieties in the classical universal algebra. A different approach
to these classes is presented proving its equivalence with the original one.
Moreover, their relationships to other kinds of algebras are shown. Namely,
each variety is proved to be algebraic, which connects two different categor-
ical approaches to varieties.

Next focus is on the concept of freeness. Since the free-algebra chain
construction yields the free algebra for suitable functors, it is shown how to
use this fact together with the results of G. M. Kelly from 1980 to obtain the
corresponding property for the free algebras in a variety.

The final chapter is devoted to the problem of the relationship between
the existences of free objects, Alg-universal functors and codensity monads
for a given concrete category. This results in another characterization of
monadic categories.
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0.1 Introduction

This thesis deals with category theory - an abstract mathematical theory
developed for carrying the results from one mathematical field to another.
Such fields are described by categories consisting of objects and morphisms.
The reader is expected to be familiar with the foundations of this theory. Our
interest is in the concrete categories which are equivalent to categories whose
objects can be thought of as ”structured objects” of some base category.

An important family of concrete categories is that of algebras and coal-
gebras. The well-known notion of universal algebra is generalized in an ar-
bitrary base category by replacing the underlying set by an object and the
operations by certain morphisms. There are many ways to implement such
a generalization. Some of them may even generalize of a variety of algebras,
i.e., classes of algebras satisfying certain additional properties. One of the
aims of this thesis is to provide an overview of the generalizations of a uni-
versal algebra and of their mutual relations. The results on coalgebras may
be then obtained by duality on the base category.

As we know from the classical universal algebra, there is an important
concept of free algebras. Such algebras can be used to simulate all the com-
putations in algebras. On the other hand, the coalgebras are intimately
connected to the theory of automata with cofree coalgebras playing the role
of universal automata, which enable the simulation of all automata of a given
kind.

Both freeness and cofreeness are easy to carry over to a general base
category since it can be described using the concept of adjunction. Then
one may ask about the existence of the free algebras in general. Since its
general existence is not very likely to happen for any kind of algebras, we
may be satisfied with some sufficient conditions. These are usually conditions
determining the some of categories and functors. In some cases, they enforce
the preservation of some colimits by some functors, in other cases, they can
be expressed in terms of the existence of codensity monads, which is generally
a weaker tool than the adjunction.

Thesis Structure

In the following paragraphs, the expressions written in boldface refer to the
features that are considered to be new.

The thesis is divided into two parts and two appendices. In the first part
we are concerned with categories of algebras. We recall the definitions of
algebras for a signature, functor and monad and f-algebraic and monadic
categories. Then we introduce the concept of l-algebraic categories which
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includes, in addition to the ones mentioned above, the categories of algebras
for a diagram of functors or monads and newly introduced polymeric cate-

gories. Further we recall algebraic categories of Linton and Rosický consist-
ing of algebras for a type. From their concept of equational theory, we derive
a useful concept of functorial theory and we show their equivalence. We
present a full version of Reiterman theorem converting f-algebraic categories
into algebraic ones. Then we extend it for all polymeric categories.

The second chapter of the first part deals with categories of algebras over
a cocomplete category. We recall Adámek’s free algebra chain construction
and his (and Porst’s) concept of equational classes. We show another way of
defining of these generalizations of classical varieties - by means of natural
identities - and we show the equivalence of these concepts; these classes
are further called varieties. This new concept enables easy conversion of
a variety to l-categorical presentation as a certain limit of f-algebraic

categories. However, we prove that every variety is an intersection of an
ordinal chain of polymeric categories. This makes it possible to prove that
every variety is algebraic, which connects the approach of Adámek - Porst
with that of Linton - Rosický.

The second part deals with the problem of free algebras. After outlin-
ing the standard notions and results including theorems over adjunction,
Eilenberg-Moore categories, Beck’s theorem and a very important Kelly’s
theorem, we recall the construction of a free algebra in an f-algebraic cate-
gory via the colimit of chains. This procedure is then extended to varieties.
Moreover, we use polymeric varieties for an alternative presentation of
Eilenberg-Moore categories for a free monad.

The final chapter aims to describe the existence of free algebras in Beck
categories in terms of Alg -universality and codensity monads. We prove
that all Beck categories with pointwise codensity monads and l-

categories with codensity monads are monadic and that, generally,
this result cannot be strengthened. Finally we show an overview of the
relationships obtained and a few remaining open questions.

The appendices recall basic notions and facts of concrete categories, uni-
versality, adjunctions, Kan extensions and codensity monads.

Preliminaries

We use the standard language of category theory used namely in books [24],
[7] and lecture notes [26]. Since authors use different notions, in cases where it
may be confusing we refer to the Appendix or to the bibliographic reference.
The reader is expected to be familiar with the basic notions and the principles
of category theory and with discrete mathematics generally.
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We work with collections of four size levels: sets, classes, metaclasses and
hyperclasses. Sets and classes lie in the model of Gödel-Bernays set theory
GBC, while metaclasses are collections of classes. Anything ”bigger” is called
hyperclass here, but we use this level rarely.

To explain the basic categorical notions, the categories are collections of
objects and mappings between the objects. According to the collection size
level we have the following:

• small category - objects form a set and morphisms form a class

• locally small category - morphisms between each two objects form a set

• category - both objects and morphisms form a class

• metacategory - both objects and morphisms form a metaclass

• hypercategory - both objects and morphisms form a hyperclass.

Due to these definitions, we have also several levels of functors and natural
transformations, but we do not distinguish these in terminology. However,
in some cases we emphasize the size of entities we work with, by stating a
”Metacategorical remark”. Entities which do not fit within GBC are called
illegitimate.

Throughout this thesis we also use an object-free approach to categories.
From this point of view, each category is a collection of morphisms with the
unit element and a partial binary operation defined whenever the obvious
condition of domain-codomain matching is satisfied. We point out whenever
we deal with this presentation of a category.

Notation

The empty set and an empty mapping with the codomain A are denoted by
∅, øA, respectively. The identity morphism on an object A and the identity
functor on a category C are written as idA, IdC, respectively. Moreover we
set ø = ø∅ = id∅. By 1 we denote the category with only one element 0
and identity while category 2 contains two objects 0 and 1 and morphisms
ι : 0 → 1, id0, and id1.

The categories are usually denoted by capital calligraphic letters such as
A,B, C, objects are usually typed in capital roman italic from the begining of
the alphabet A,B,C, while the functors have various notation, but usually
also capital roman italic starting from E, F,G . . . . The exceptions are in the
case of diagrams - these functors are often labeled by D with the objects in
the domain category denoted by small italic letters c, d as well as elements
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of almost any other set. From most of the expression we usually drop the
brackets and composition symbol ◦.

The class of all objects and morphisms of a category C (in short: the
C-objects, the C-morphisms) will be denoted by Ob(C), Mor(C), respectively.
Each morphism f : A → B has its domain dom(f) = A and codomain
cod(f) = B. The set of all morphisms between two C-objects A,B will be
denoted by homC(A,B) or just hom(A,B). For an object A, we denote its
covariant, contravariant hom-functor by hom(A,−), hom(−, A), respectively.
Given functors F,G : A → B, the class of natural transformations between
F and G is denoted by Nat(F,G).

The constant functor C → A mapping all morphisms onto an idA for
an A-object A will be denoted by CA. Given a morphism f : A → B, the
corresponding constant transformation is denoted by Cf : CA → CB - it
clearly satisfies Cf,M = f for every object M . The domain of the constant
functor is usually considered to be 1, but it may occasionally be redefined.

Let {Ai|i ∈ I} be a set of objects in some category C. Their product
is usually denoted by

∏
i∈I Ai with projections pi :

∏
i∈I Ai → Ai for i ∈ I.

Dually, the coproduct is denoted by
∐

i∈I Ai and the canonical injections are
usually written as ui : Ai →

∐
i∈I Ai. If we have only two objects A,B,

we denote their product and coproduct by A × B and A + B, respectively.
Given morphisms f : A → C and g : B → D, by [f, g] : A + B → C + D,
we denote a ”coproduct of morphisms” f : A → C and g : B → D, i.e., a
unique morphism such that [f, g] ◦ uA = uC ◦ f and [f, g] ◦ uB = uD ◦ g.

The category of sets and mappings will be denoted by Set. By P we
denote the powerset functor Set → Set assigning to each set the set of its
subsets. Class of ordinal numbers is denoted by Ord. It is often considered
also as a category with the usual order-induced structure.

Note 1 Given a category D, by D∗ we denote the category made from D by
adding a new terminal object 1 and terminal morphisms td : d → 1 for each
d ∈ ObD. Dually, we construct a category D∗ by adding, to the category D,
a new initial object 0 together with morphisms ιq : 0 → q for each q ∈ ObD.
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Chapter 1

Algebras over a General

Category

This chapter deals with both algebras and coalgebras - the essential entities
for this thesis. The first section provides an overview of the meanings of
the word ”algebra”, namely of those which are used later on in this thesis.
Further, we recall the well-known free-algebra chain construction introduced
by Jǐŕı Adámek in [5]. It is a chain of functors, here called ”term-functors”,
which may be seen as approximations of the free algebra - this topic is dis-
cussed in Part II. In this chapter, we focus on another application of this
chain, which makes it possible to define the equational class of algebras on
any cocomplete category as shown in [9]. Such a class is an analogue of the
variety in its classical meaning in the universal algebra on Set.

There is a disadvantage to the free-algebra construction - it uses several
kinds of colimits, hence it tends to restrict the research on cocomplete ca-
tegories. To avoid this, we introduce a more general concept of l-algebraic
categories which, as we will see in Part II., enables the general treatment
concerning free objects even without the need of colimits.

Moreover, we recall an approach to variety-like classes introduced by Lin-
ton in [25] and Rosický in [33]. Finally, we present examples of algebras and
coalgebras and of some varieties including the polymeric ones.

1.1 Algebras and Coalgebras

Algebra is the fundamental mathematical notion. The word comes from the
ancient arabic word ”al jabr” which originally meant the modification of sides
of an equation in order to simplify it. During centuries, it was transformed to
”algebra” and its meaning shifted to today’s ”use of operations on set” and

8
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a derived meaning of this word also denotes a ”set with operations”. These
are algebras for a signature on category of sets, from our point of view. In
this thesis however, we do not have to restrict ourselves to this category and
a use more general definition of algebra for a functor. Then we show several
more sophisticated definitions which tend to reflect the notions of variety of
algebras. However, that will be the topic of the next section.

In this chapter we deal with algebras and, in each case the coalgebras,
can be defined in a dual way. In some cases, if useful, we write its explicit
definition.

1.1.1 Algebras for a Signature

First we recall one way of generalizing the classical concept of universal alge-
bra - many-sorted algebras. A finitary S-sorted signature Σ is a set of oper-
ation symbols together with an arity function ar : Σ → S∗ with range in the
set of finite sequences over set S. For σ ∈ Σ, the assignment σ 7→ s1s2 . . . sks
is usually written in the form σ : s1s2 . . . sk → s and interpreted as a k-ary
operation with i-th variable of sort si and with the sort of value s.

Definition 1.1.1 (Finitary many-sorted algebra for a signature) Let S be
a set of sorts and Σ be S-sorted signature. Let C be a category with finite
products.

An S-sorted algebra A of a signature Σ (a Σ-algebra in shortly) is an
S-sorted C-object {As, s ∈ S} such that, for each operation symbol σ :
s1s2 . . . sk → s, there is a morphism σA : As1 × As2 × · · · ×Ask → As.

A homomorphism of S-sorted algebras φ : A → B is an S-sorted C-
morphism satisfying, for each operation symbol σ of arity s1s2 . . . sk → s,
the equality σB ◦ (φs1 , φs2, . . . , φsk) = φs ◦ σA. The category of algebras for
S-sorted signature Σ will be denoted by Alg Σ.

Remark 1.1.1 By a slight modification of the definition, the algebras can be
defined also for infinitary signatures.

1.1.2 Algebras for a Functor

The fundamental notion for this thesis will be algebra for a functor. Let
F : C → C be a functor.

Definition 1.1.2 (Algebra for a functor) An F -algebra is a pair (A, α) con-
sisting of an object A and of a morphism α : FA → A in C. Given two
F -algebras (A, α) and (B, β) and a morphism f : A → B, then we say that
φ is F -algebra morphism if β ◦ Ff = f ◦ α.
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The category of F -algebras and F -algebras morphisms will be denoted by
Alg CF or just by Alg F if we do not need to emphasize the base category.
A category isomorphic to Alg F , for some functor F : C → C, will be called
f-algebraic.

Remark 1.1.2 • Alg F is concrete over C via the forgetful functor UF
given by (A, α) 7→ A.

• Dually, we define F -coalgebras and the category which they form is
denoted by CoalgC F . It can be also described as the dual category of
Alg CopF op where F op is the corresponding endofunctor on Cop.

Remark 1.1.3 Single-sorted algebras on the category of sets may be seen as
algebras for a functor. Indeed, if Σ is a single-sorted signature, i.e. the set
of sorts is S = 1, we can define the polynomial functor

hΣ =
∐

σ∈Σ

hom(ar(σ),−) : C → C,

Σ-algebras are in one-to-one natural correspondence with hΣ-algebras, thus

Alg Σ ∼=Set Alg hΣ.

We recall some well-known facts about categories of algebras (see [9]).

Remark 1.1.4 Let F : C → C be a functor and UF : Alg F → C be the
forgetful functor. Then the following holds.

1. UF creates limits.

2. UF creates all colimits preserved by F .

3. If C is complete, then so is Alg CF .

Metacategorical remark 1.1.5 Given a category C, the metaclass of C-
concrete categories and C-concrete functors will be denoted by Con C and
referred to as metacategory of C-concrete categories. The operator Alg

may be considered contravariant functor EndC → Con C defined on the
metacategory of endofunctors on C. It assigns, to a natural transformation
φ : G → F , the concrete functor Alg φ : Alg F → Alg G given by equality
(Alg φ)(A, α) = (A, α ◦ φA). This functor translates colimits to limits, i.e.,
e.g., Alg (F +G) ∼= Alg F ×C AlgG as defined in Remark 1.2.4.

See the Definition A.1.4 for the explanation of the notion of Beck category.
As a direct consequence of Remark 1.1.4 we get another well known fact,
which will be used later on.

Proposition 1.1.6 Every f-algebraic category is Beck.
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1.1.3 Algebras for a Monad

Another important definition of algebra arises from the theory of adjunctions
and monads.

Definition 1.1.3 (Algebra for a monad) Given a monad M = (M, η, µ) on
C, we define a category M−alg of M -algebras (also called Eilenberg-Moore
category) as a full subcategory of AlgM consisting of all M-algebras (A, α)
satisfying the Eilenberg-Moore identities:

α ◦ ηA = idA, (1.1)

α ◦Mα = α ◦ µA, (1.2)

i.e., the following diagrams commute

A

ηA

��

idA // A

MA

α

==zzzzzzzz

M2A
µA //

Mα

��

MA

α

��
MA

α // A.

A category concretely isomorphic to M−alg for some monad M is called
monadic.

Metacategorical remark 1.1.7 Consider the metacategory Monad C of
monads over C with monads as obejcts and monad transformations as the
morphisms (see Appendix A). Now the assignment M 7→M−alg can be seen
as a contravariant functor−alg : MonadCop → ConC. Since MonadC is a
concrete metacategory over EndC via some forgetful functor Z, the functor
−alg is clearly a subfunctor of the composition Alg ◦ Z : Monad Cop →
Con C.

The proof of the following proposition can be found in [17].

Proposition 1.1.8 The assignment −alg : M 7→ M −alg induces a con-
travariant equivalence between monads with monad morphisms and monadic
categories with concrete functors.

Metacategorical remark 1.1.9 Let Mon C be the full submetacategory of
ConC made of monadic categories. Now we can express the above correspon-
dence using the metacategorical language: there is a contravariant equaiva-
lence between the metacategories Monad C and Mon C.

In chapter 4.1 we will recall more results on monads with connection to free
algebras.
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1.2 Limits of Concrete Categories

In this section we will work with diagrams of concrete categories over a base
category C. By a (small) diagram D of concrete categories we mean a functor
D form some (small) categoryD to a metacategory of concrete categories over
C and concrete functors.

Metacategorical remark 1.2.1 Since there is an obvious ”forgetful func-
tor” to the metacategory CAT of categories given by (A, U) 7→ A, we may
consider Con C to be a submetacategory of the ”slice-metacategory” CAT/C
containing those pairs (A, U) where U is faithful. Since CAT is complete
w.r.t. small diagrams, so is CAT/C (Remark A.2.2). We will show that
Con C is complete, too.

Recall the assignment D 7→ D∗ adding a new terminal object to a category
- see Note 1.

Lemma 1.2.2 Let D be a small category and D : D∗ → CAT a diagram
with D(1) = C and let D(td) = Ud be faithful for every d ∈ ObD. Let A and
{Ld : A → Dd|d ∈ ObD∗} be the limit and the limit cone, respectively, of D.
Then L1 is faithful.

Proof: Let α, β : X → Y be a pair of A-morphisms with L1(α) = L1(β).
Let d be an object in D. Since L1 = Ud ◦ Ld and Ud is faithful, we have
Ld(α) = Ld(β). Consider the category 2 and define a functor Md : 2 → Dd
such that Md(ι) = Ld(α). The collection of all functors Mj for j ∈ ObD now
forms the D-compatible cone. Certainly, both assignments Rα : ι 7→ α and
Rβ : ι 7→ β define the functors 2 → A satisfying Ld ◦ R− = Md. However,
the factorization over the limit cone is unique, hence α = β. �

Corollary 1.2.3 The limits in Con C exist.

Proof: Due to the Metacategorical remark 1.2.1 we have the limits in
CAT/C in the form as described in Remark A.2.2. Since Con C contains
those pairs (A, U) ∈ Ob(CAT/C) where the structure arrow is faithful, by
Lemma 1.2.2, the terminal-object component of the limit cone is faithful as
well, i.e., the limit in CAT/C of the diagram in Con C is in Con C. �

Remark 1.2.4 In particular, there exist products in ConC. Given two con-
crete categories A, B, their concrete product will be denoted by A×C B, and
can be obtained as a fibre-wise product, i.e., Fib (A×CB)(A) = Fib (A)(A)×
Fib (B)(A). The products of an infinite number of concrete categories can be
described analogously. The terminal object, i.e., the product over the empty
index set, is the base category itself and the terminal morphisms are forgetful
functors.
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Metacategorical remark 1.2.5 It is easy to see, that, moreover, the in-
tersection of a large collection of subcategories exists. Clearly, it contains all
objects and morphisms, which occur in all categories of collection.

Lemma 1.2.6 A limit of a (possibly large) diagram of Beck categories is
Beck.

Proof: Let (A, U) be the concrete limit of a diagram D : D → Con C with
Dd = (Ad, Ud) being a Beck category for every object d and let Ld, d ∈ D
be the limit cone. To show A is Beck, consider a category Q and a diagram
G : Q → A such that there is a limit A = limUG in C and a limit cone λq,
q ∈ Q. Let G = ImG. Consider the category G∗ by adding obtained from
G by adding a new initial object - see Note 1. We define Z : G∗ → C by
Z|G = U|G and by Z(ιq) = λq which makes G∗ a concrete category. Let d ∈ D.
Since (Ad, Ud) is Beck and UG = UdLdG, the forgetful functor Ud creates
the limit Ad and the limit cone λdq of the diagram LdG. Then there is a
concrete functor L′

d : G∗ → (Ad, Ud), such that L′
d|G = Ld|G and L′

d(ιq) = λdq .
Now, given another object d′ ∈ D, we get the functor L′

d′ : G∗ → Dd′ and
due to the uniqueness of creation of limits by each U−, for each D-morphism
f : d→ d′, the compatibility condition Df ◦L′

d = L′
d′ is satisfied. Hence, L

′
−

forms a D-compatible cone, therefore, there is a unique functor P : G∗ → A
with L− ◦ P = L′

−. Thus, P (0) is the limit and Pιq, q ∈ Q is the limit cone
for G.

The proof of creation of absolute coequalizers follows the same line. �

1.2.1 Algebras for a Concrete Diagram

Definition 1.2.1 A limit, denoted by Alg D, of a (possibly large) diagram
D : D → Con C with every object mapped on an f-algebraic category, will be
called an l-algebraic category. If the category D has a weakly initial object,
we say AlgD is homogenous.

Remark 1.2.7 Let D : D → EndC be a diagram with D(x) = AlgFx, where
Fx : C → C is a functor for every object x ∈ D. The objects of category
Alg D may be seen as algebras for the diagram D, i.e., the collections of
C-morphisms {αx : FxA → A|x ∈ D} satisfying, for each f : x → y in
D, the D-compatibility condition D(f)(A, αx) = (A, αy). The morphisms in
AlgD are the morphisms of algebras for each x, i.e., φ : (A, α) → (B, β) is
a morphism if φ ◦ αx = βx ◦ Fx(φ) for every x ∈ ObD.

The concrete product Alg F ×C Alg G for some endofunctors F,G on
C is an example of l-algebraic category. Its objects are C-objects with two
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structure arrows - for both F and G. However, if C has coproducts, then
the category Alg F ×C Alg G is isomorphic to Alg (F + G). Generally, if
C is cocomplete and the diagram in the definition maps all morphisms on
”f-algebraic functors”, i.e., those concrete functors which are Alg -images of
natural transformations, then, due to Metacategorical remark 1.1.5, the ob-
tained category is an f-algebraic category. Therefore we will focus especially
on the diagrams which do not factorize over functor Alg .

Here we show the basic property of each l-algebraic category.

Lemma 1.2.8 Every l-algebraic category is Beck.

Proof: The statement is a direct consequence of Lemma 1.2.6 and Proposi-
tion 1.1.6. �

In Part II, Example 5.2.1 we show a Beck category which is not an l-
algebraic category. Hence, the above implication cannot be reversed.

1.2.2 Algebras for a Diagram of Monads

If we substitute the monadicity for f-algebraicity in the concept above, we get
the category of algebras for a diagram of monads. In fact, a concrete diagram
D of monadic categories may be, due to Lemma 1.1.8, seen as D =−alg ◦D′

for some diagram D′ : D → (Monad C)op. Hence it makes sense to define
algebras for a diagram of monads directly by the diagram D → Monad C as
follows.

Definition 1.2.2 (Algebra for a diagram of monads) Let D : D → MonadC
be a diagram and D(x) = (Mx, η

x, µx) for every object x ∈ D. We define a
category D−alg of algebras for a diagram D of monads whose objects are
collections of C-morphisms {αx :MxA→ A|x ∈ D} where αx is in D(x)−alg
for every object x ∈ D and for each f : x → y in D the D-compatibility
condition αy ◦ D(f)A = αx is satisfied. The morphisms in D−alg are the
morphisms of algebras for each x, i.e., φ : (A, α) → (B, β) is a morphism if
φ ◦ αx = βx ◦Mx(φ) for every x.

To avoid the use of illegitimate notions, one may replace Monad C by its
suitable subcategory. The category of algebras for a diagram of monads
was introduced by Kelly in [20]. The reason was the investigation of an
algebraic colimit of monad digram D. This colimit is a monad K, such that
K−alg ∼=C D−alg. Kelly’s result from this research will be very important
in Part II.
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1.2.3 Polymeric Categories

In the text bellow we will introduce an important class of l-algebraic cate-
gories. The way they are obtained will be later used analogously to define
varieties. Let F be an endofunctor on a category C.

At first, we introduce the notion of polymer (see [29]).

Definition 1.2.3 Let (A, α) be an F -algebra. Given n ∈ ω, a n-polymer of
an algebra (A, α) is the morphism α(n) : F n(A) → A in C defined recursively:

α(0) = idA, α
(n+1) = α ◦ Fα(n).

Remark 1.2.9 The assignment (A, α) 7→ (A, α(n)) clearly defines a functor
Pn : Alg F → Alg F n.

Now we have a sequence of functor functors F n together with functors be-
tween the categories of their algebras. This lead us to the definition:

Definition 1.2.4 Let n be an ordinal and G be an endofunctor on C. A
natural transformation φ : G → F n is called n-ary polymeric G-term in
category of F -algebras. A pair (φ, ψ)p of polymeric G-terms of arities m,n,
respectively, is called polymeric identity of arity-pair (m,n) with domain
G)(polymeric G-identity in short). If m = n, we say that (φ, ψ)p has an
arity of n. Moreover, for an F -algebra (A, α), we define

(A, α) |= (φ, ψ)p
def
⇔ α(m) ◦ φA = α(n) ◦ ψA,

and we say that the F -algebra (A, α) satisfies the polymeric G-identity (φ, ψ)p.
For a class I of polymeric identities we define a polymeric variety of

F -algebras as the class of all algebras satisfying all (φ, ψ)p ∈ I. The corre-
sponding full subcategory of Alg F is denoted by Alg (F, I). If I is a set
or singleton, we say that Alg (F, I) is set-induced or single-induced, respec-
tively. A category concretely isomorphic to Alg (F, I) for some F and I will
be called polymeric.

Lemma 1.2.10 Every polymeric category is l-algebraic and homogenous.

Proof: It is easy to see that a single-induced polymeric varietyAlg(F, (φ, ψ)p),
where (φ, ψ)p is (m,n)-ary polymeric G-identity, is an equalizer of the pair
of concrete functors obtained by the following compositions:

Alg Fm

Alg φ

%%LLLLLLLLLL

Alg F

Pm

99rrrrrrrrrr

Pn

%%LLLLLLLLLL
Alg G

Alg F n.

Alg ψ
99rrrrrrrrrr
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A polymeric variety induced by a class of polymeric identities is an intersec-
tion of polymeric varieties induced by single polymeric identities, hence an
l-algebraic category. �

The following lemma shows the presentation of monadic categories by
polymeric identities.

Lemma 1.2.11 Every monadic category is polymeric.

Proof: Given a monad M = (M, η, µ), the Eilenberg-Moore category M−
alg is a polymeric variety of M-algebras induced by polymeric identities
(η, idId)p, (idM2 , µ)p of domains Id,M2, respectively, and arity-pairs (1, 0), (2, 1),
respectively.

Id

η !!C
CC

CC
CC

C
id // M0

M1,

M2

id
M2 ##F

FFFFFFF

µ // M1

M2.

�

Thus we have a conclusion:

Corollary 1.2.12 Every monadic category is l-algebraic.

1.3 Algebraic Categories

1.3.1 Algebras for a Type

Another kind of algebras on a general category was developed by F. E. Linton
(see [25]) and J. Rosický in [33]. We start with the definition.

Definition 1.3.1 (Algebra for a type) Given a category C and a class Ω of
operation symbols, a type on C with the domain Ω is a mapping

t : Ω → (ObC)2.

Given σ ∈ Ω, t(σ) = (t0(σ), t1(σ)) is called an arity-pair for ω. If Ω is a set,
we say that the type is bounded.

An algebra for a type t (a t-algebra in short) is a pair (A, S) made up of a
C-object A and a mapping S : Ω → MorSet such that S(σ) : hom(t0(σ), A) →
hom(t1(σ), A) for each σ ∈ Ω. A morphism of t-algebras f : (A, S) → (B, T )
is a morphism f : A → B such that, for every σ ∈ Ω, the following diagram
commutes:

hom(t0(σ), A)

hom(t0(σ),f)

��

S(σ) // hom(t1(σ), A)

hom(t1(σ),f)

��
hom(t0(σ), B)

T (σ) // hom(t1(σ), B),
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i.e., f ◦ S(σ)(m) = T (σ)(f ◦m) for every m : t0(σ) → A. The metacategory
of t-algebras and their morphisms will be denoted by t−alg.

1.3.2 Equational Theories

Type algebras enable a variety-like treatment. Although the varieties will be
studied in the following chapter, now we will show how they are defined for
type algebras. Let t be a type on a category C with the domain Ω for the
rest of this section.

Definition 1.3.2 The terms of type t (or t-terms) and their arity-pairs will
be defined recursively:

1. σ is the term of arity-pair t(σ) for every σ ∈ Ω.

2. For every C-morphism f , there is a term f of arity-pair (cod(f), dom(f))
- such a term will be called morphism-constant.

3. Given terms q, p of arity-pairs (Z, Y ) and (Y,X), respectively, by its
composition q · p we denote another term of arity-pair (Z,X).

4. Pairs of terms f · g and g ◦ f are considered to be equal for every pair
of composable morphisms g, f .

5. Every term is formed by a finite sequence of the four steps above.

The class of all terms of type t will be denoted by T (t). By (X, Y )-ary t-
equation we mean a pair of t-terms of the arity-pair (X, Y ).

Remark 1.3.1 Given a type t : Ω → (ObC)2, T (t) can be defined as a free
partial algebra with binary operation · and a class of morphism-constants with
generators in the class Ω with the operations defined whenever the types of
elements are compatible, i.e. composable in the sense of domain-codomain
pairs. Hence there is universal inclusion h : Ω → T (t) satisfying the following
property. For every partial algebra A with these operations and with a ”type”:
A→ (ObC)2 and for every type-preserving mapping m : Ω → A, there exists
a unique algebra-homomorphism m : T (t) → A such that

m ◦ ht = m.

Given an object A in C, we may get such a partial algebra on the class MorC
with the usual composition and morphism-constants of the form homC(f, A).
Hence, for each algebra (A, S), the mapping S : Ω → MorC induces a partial-
algebra homomorphism S : T (t) → MorC such that S ◦ h = S. This property
will be used later on.
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We will define such a mapping more explicitly.

Definition 1.3.3 Let (A, S) be a t-algebra. An evaluation of term on (A, S)
is an extension of the mapping S on the class of all t-terms S : T (t) →
MorSet given by the following recursion:

• S(σ) = S(σ) for every σ ∈ Ω.

• For every C-morphism f , S(f) = hom(f, A).

• For the composition q·p of terms q and p, we define S(q·p) = S(q)◦S(p).

Remark 1.3.2 Note that, for each term p of arity-pair (X, Y ), the evalua-
tion on an algebra (A, S) defines a mapping S(p) : hom(X,A) → hom(Y,A).

Now we can define a variety-like class of type-algebras ([33]).

Definition 1.3.4 Let (A, S) be a t-algebra and (p, q) be a t-equation. We
say that (A, S) satisfies the (p, q) if

S(p) = S(q).

Then we write
(A, S) |= (p, q).

For a class E of t-equations, the pair (t, E) is called an equational theory
over C and we define an algebraic metaclass of t-algebras as the class of all
algebras satisfying all equations (p, s) ∈ E . The corresponding full submeta-
category of t−alg will be denoted by (t, E)−alg. A (meta)category will be
called algebraic, if it is isomorphic to (t, E)−alg for some equational theory
(t, E). Two theories are said to be algebraically equivalent if they induce the
same classes of algebras.

Note 2 We point out the incompatibility of terminology: the notion of alge-
braic category has a different meaning in [7].

Recall the usual inference rules for equational logic: reflexivity, symmetry,
transitivity and composition. Another inference rule of the composition of
morphism-constants is implicitly given by property 4. in the Definition 1.3.2.
Theory closed under these rules will be called closed. Then, for each equa-
tional theory, there exists its closure - the smallest of its closed superclasses
of equations. Clearly, every equational theory is algebraically equivalent to
its closure.
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Definition 1.3.5 Let (t, E) and (t′, E ′) be closed equational theories with the
domains of types Ω, Ω′, and universal inclusions h, h′,respectively. An inter-
pretation of (t, E) → (t′, E ′) is a mapping i : Ω → Ω′ such that the induced
morphism T (i) = h′ ◦ i : T (t) → T (t′) between the classes of terms yields a
mapping (T (i), T (i))|E : E → E ′.

Since the composition of interpretations is obviously an interpretation, we get
a metacategory Eq C of closed equational theories and their interpretations.
The following relationship is derived from the results in [33].

Lemma 1.3.3 The assignment (t, E) 7→ (t, E)−alg can be extended to a
contravariant functor−alge : Eq C → Con C

Proof: Let i : (t, E) → (t′, E ′) be an interpretation of closed equational
theories. Then there is a concrete functor i−alg : (t′, E ′)−alg → (t, E)−alg

given by the assignment (A,H) 7→ (A,H ◦ i), which preserves the satisfaction
of equations. The rest is clear. �

Definition 1.3.6 A concrete functor between algebraic categories will be
called algebraically concrete if it is isomorphic to i−alge for some interpreta-
tion of equational theories. A diagram D : D → Con C is called algebraically
concrete if it factorizes over−alge.

Canonical Theories

Linton in [25] and Rosický in [33] studied algebraic categories of a certain
kind which play the role of the universal algebraic categories over a concrete
(meta)category. Although they will not be of our interest, to make the
overeview complete we state the definitions and main results.

Definition 1.3.7 Let (A, U) be a concrete category. By an algebraic meta-
closure of (A, U), we mean an algebraic metacategory (D, Z) = (tU , EU)−alg

together with a concrete functor T : (A, U) → (D, Z), such that for every al-
gebraic metacategory (t′, E ′)−alg and every functor S : (A, U) → (t′, E ′)−alg,
there is a unique interpretation e : (t′, E ′) → (t, EU) between the corresponding
closed equational theories such that S = e−alg ◦ T .

If (D, Z) is a category, we call it an algebraic closure of (A, U).

The following description of algebraic metaclosure is from [33].

Definition 1.3.8 Let (A, U) be a concrete category. Let

Ω[X,Y ] = Nat(hom(X,−)U, hom(Y,−)U)

be the class of operation symbols of arity-pair (X, Y ). Then we have a canon-
ical type tU defined on Ω =

⋃
X,Y ∈ObC Ω[X,Y ]. Let E0 consist of equations
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1. (f, hom(f,−)U) for every morphism f in C

2. (σ ·ρ, σ ◦ρ) for every composable pair of natural transformations σ, ρ ∈
Ω.

Let EU be a closure of E0. The theory (tU , EU) is called U -canonical and the
resulting category (tU , EU)−alg will be denoted by U−alg.

The following statement is proved in [33].

Theorem 1.3.4 (Rosický’s theorem) Let (A, U) be a concrete category. Then
U−alg is the algebraic metaclosure of (A, U).

Linton proved in [25] the following property:

Theorem 1.3.5 (Linton’s theorem) Let (A, U) be a concrete category with
a pointwise codensity monad for U . Then the category U−alg is monadic.

For an overview of facts over codensity monads, see Appendix B, B.2.2. The
concrete categories with codensity monads will be studied in Chapter 5.

1.3.3 Functorial Theories

Object-Identical Functors

Definition 1.3.9 Let P,Q be categories built on the same class of objects.
A functor S : P → Q is called object-identical if (∀X ∈ ObC)S(X) = X.
Object-identical functors will be denoted by P ⇒ Q.

Remark 1.3.6 Let P,Q,R be categories with the same class of objects and
let there be functors S : P → Q, T : Q → R. If any two functors of S, T, TS
are object-identical, then so is the third.

Metacategorical remark 1.3.7 We will be interested in object-identical
functors with the values in a metacategory. If the objects form a class,
it just means that we work with a not necessarily locally small category.
Given a category P, the metaclass of P-object-identical functors (object-
identical functors defined on P) and object-identical functors as morphisms
will be denoted by P ⇓ METACAT and referred to as hypercategory of
P-object-identical functors. Since there is an obvious ”forgetful functor”
to the hypercategory METACAT of metacategories given by (Q, S) 7→ Q,
we may consider P ⇓ METACAT to be a submetacategory of the ”co-
slice-metacategory” P\METACAT containing those pairs (Q, S) where S
is object-identical. Since METACAT is cocomplete w.r.t. small diagrams,
so is P\METACAT due to Metacategorical Remark A.2.2 and duality. It
is straightforward to show that P ⇓ METACAT has colimits, too.
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Metacategorical remark 1.3.8 Moreover, even some large colimits, such
as those of Ord-directed chain, exist. Consider an ordinal chain of Si,j :
(Qi, Ti) ⇒ (Qj , Tj) object-identical functors with each Si,j, i ≤ j, full. Then
there is a category Q with ObQ = ObP and, for objects X, Y,

homQ(X, Y ) =
∐

i∈Ord

homQi
(X, Y )/ ∼

where ∼ is the equivalence generated by ρi ∼ σj ⇔ (∃n ∈ Ord)Si,n(ρ) =
Sj,n(σ). The composition s given simply by [σ] ◦ [τ ] = [σ ◦ τ ]. Clearly, there
are functors S ′

i : Qi → Q such that S ′
jSi,j = S ′

i for i ≤ j. Let T = S0T0.
Then (Q, T ) is the colimit of the corresponding chain as we show bellow. Let
U : P ⇒ R be a functor together with a collection of object-identical functors
Vi : (Qi, Ti) ⇒ (R, U) such that VjSi,j = Vi for i ≤ j. Then there is a unique
functor Z : Q ⇒ R assigning, to each [σ], σ ∈ MorQi, the morphism Vi(σ).
The correctness is easy to prove. Hence ZS ′

i = Vi for every i and (Q, T ) is
the colimit.

Functorial Theories

In paper [25], F. E. Linton studied various categorical representations of
category U−alg. We will extend his approach to an arbitrary theory. We
start with the notion of clone of operations - see [25].

Remark 1.3.9 Let T : P → Q be a functor. All hom-functors will be
considered on category Q.

A clone of operations on T is the category Cl T with Ob(Cl T ) = ObP
with each morphism X → Y in Cl T being a natural transformation

hom(X,−) ◦ T → hom(Y,−) ◦ T.

Then there is an obvious functor

expT : Qop ⇒ Cl T

given by expT (f) = hom(f,−)T .
Given an object A in Q, we use the notation ClA = Cl CA, expA =

expCA
(here CA is the constant functor defined on P). There is a functor

ΣA : ClA → Set given by an assignment X 7→ hom(X,A) on objects and
”identity” on morphisms since each morphism in Cl A is actually a mapping
hom(X,A) → hom(Y,A). Then the functor ΣA clearly satisfies

ΣA ◦ expA = hom(−, A). (1.3)
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Now let C be a fixed category.

Definition 1.3.10 Let Q be a metacategory with ObQ = ObC. A pair
(Q, T ) with

T : Cop ⇒ Q

is called functorial theory over the base category C with the type-carrier Q.
The hypercategory

Th C = Cop ⇓ METACAT

will be called hypercategory of functorial theories over C.

From now on, Th C and the codomains of its objects will be referred to as
categories if we do not need to emphasize their actual size.

According to the Remark 1.3.9, for each object A in C, there is a functorial
theory (ClA, expA), which we will call A-constant theory. Now we can define
the notion of algebra.

Definition 1.3.11 (Algebra for a functorial theory)
Let (Q, T ) be a functorial theory over C. A pair (A,G) consisting of a C-object
A and a morphism G : (Q, T ) → (ClA, expA) of functorial theories is called
a (Q, T )-algebra. Given (Q, T )-algebras (A,G), (B,H), a morphism f : A→
B is called (Q, T )-algebra morphism if there is a natural transformation f ∗ :
ΣAG→ ΣBH such that

f ∗T = homC(−, f).

The metacategory of (Q, T )-algebras and their morphisms will be denoted
by (Q, T )−alg.

Remark 1.3.10 Coalgebras for functorial theories are defined as algebras
for functorial theories over a dual category. Hence we need co-theories of the
form C ⇒ Q to define coalgebras.

The following property is a generalization of Linton’s observation.

Proposition 1.3.11 Given a functorial theory T : Cop ⇒ Q, then (Q, T )−
alg is a pullback of the diagram

(Q, T )−alg

Z

���
�
�

J //______ hom(Q,Set)

hom(T,Set)
��

Cop
Y // hom(C,Set)

where Y is the Yoneda embedding.
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Proof: Let Z be the forgetful functor and J be given by the assignment
(A,G) 7→ ΣAG on algebras and by f 7→ f ∗ on morphisms. Then we have for
every algebra

hom(T,Set) ◦ J(A,G) = hom(T,Set)(ΣAG) = ΣAGT
= ΣAexpA = hom(−, A) = Y (A) = Y Z(A,G)

and
hom(T,Set) ◦ J(f) = hom(T,Set)(f ∗) = f ∗T

= hom(−, f) = Y (f) = Y Z(f)

on morphisms.
Now, suppose there is a metacategory D with functors Z ′ : D → C and

J ′ : D → hom(Q,Set) with Y Z ′ = hom(T,Set)J ′. For each object D ∈ D,
there is an object AD = Z ′(D) and a functor HD = J ′(D) : Q → Set
such that HDT = hom(−, AD), hence for each object X ∈ ObC, we have
HDT (X) = hom(X,AD). Therefore, each morphism σ : X → Y in Q is
mapped on HD(σ) : hom(X,AD) → hom(Y,AD), thus it is an ΣAD

-image of
σ′ : X → Y in Cl AD. Therefore we have a functor H ′

D : Q → ClAD such
that ΣAD

◦H ′
D = HD. By analogy, we get the property for morphisms which

implies that the assignment (q : D → D′) 7→ Z ′q : (AD, HD) → (A′
D, H

′
D)

defines a unique functor M : D → (Q, T )−alg. Clearly, it satisfies JM = J ′

and ZM = Z ′. Hence (Q, T )−alg is the pullback of (Y, hom(T,Set)). �

Remark 1.3.12 There is an obvious contravariant functor−algf : Th C →
Con C given by

(S : (Q, T ) → (Q′, T ′)) 7→ (S−alg : (Q′, T ′)−alg → (Q, T )−alg)

with S−alg(A,G) = (A,GS).

Lemma 1.3.13 The contravariant functor −algf turns colimits of theories
into concrete limits of categories.

Proof: Let {Ff : (Qi, Ti) ⇒ (Qj , Tj)|f : i → j ∈ D} be a diagram of
functorial theories. Let (Q, T ) be its colimit with the colimit cocone Si :
Qi ⇒ Q and let Zi : (Qj , Tj)−alg → C be the forgetful functor for each i.
According to Proposition 1.3.11, (Q, T )−algf is a pullback of

C
Y // hom(Cop,Set) hom(Q,Set).

hom(T,Set)oo

Since homCAT(−,Set) = homCATop(Set,−), which preserves limits defined
in CATop, the functor hom(−,Set) turns colimits into limits. Hence the
diagram in question can be mapped contravariantly by hom(−,Set) with
the limit pair (hom(Q,Set), hom(T,Set)). Since the limits commute with
limits, the pair ((Q, T )−alg, Z) in the pullback considered is the limit of
pairs ((Qi, Ti)−alg, Zi). �
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1.3.4 Equational vs. Functorial Theories

We will show that both functorial and equational concepts are equivalent.
We still work with the fixed category C. Throughout this section, we identify
categories with the classes of their morphisms, i.e. in some cases, we consider
their object-free presentation. Hence, e.g., instead of a functor T : Q → Set
we may write a morphism-mapping T : MorQ → MorSet and vice versa.

Lemma 1.3.14 For every closed equational theory (t, E), there exists a func-
torial theory (Q, T ) such that (t, E)−alg ∼=C (Q, T )−alg.

Note 3 As in the Remark 1.3.9, all hom-functors will be considered on the
base category C unless explicitly denoted by a subscript such as homQ.

Proof: Let (t, E) be a closed equational theory with the type-domain Ω.
Consider T (t) as a category with object-identical functor V : Cop ⇒ T (t)
embedding the morphism-constants. The required functorial theory will be
obtained by prolonging the functor V . We will define a category Q = Q(t,E)

on the class of objects ObC. For a pair of C-objects X , Y , let Ω[X,Y ], E[X,Y ],
T (t)[X,Y ] be the classes of operation symbols, t-equations and t-terms of arity-
pair (X, Y ), respectively. Since E is clearly a type-preserving congruence
on the partial algebra T (t), we may apply a factorization process obtain-
ing the natural surjection N : T (t) → T (t)/E and still having a mapping
t′ : T (t)/E → (ObC)2. Let MorQ = T (t)/E and t′ = (dom, cod). Then
homQ(X, Y ) = T (t)[X,Y ]/E[X,Y ]. The composition is clearly induced by the

factorization and identities are given by the morphism-constants idX . Let
T = N ◦ V , then T (f) = N(f) for every morphism f in Cop.

We will show (t, E)−alg ∼=C (Q, T )−alg. Let (A,G) be a t-algebra
satisfying E . Then the term evaluation G : T (t) → MorSet considered as a
functor T (t) ⇒ Set factorizes over N and assigns, to each term τ of arity-
pair (X, Y ), a mapping G(τ) : hom(X,A) → hom(Y,A) which can be seen as
a morphism X → Y in ClA. Hence, we have a functor G : Q ⇒ ClA such
that ΣA ◦ G ◦N = G. Therefore, G : (Q, T ) → (ClA, expA) is a morphism
in Th C, i.e. K(A,G) = (A,G) is a (Q, T )-algebra.

Cop

expA
#+OOOOOOOOOOOO

OOOOOOOOOOOO

T

��

V +3 T (t)

N
s{ ooooooooooooo

ooooooooooooo
G

''OOOOOOOOOOOOO Ω
hoo

G

��
Q

G
+3 ClA

ΣA // Set

Let φ : (A,G) → (B,H) be a morphism in (t, E)−alg. Then φ : A → B
is a morphism in C and, for every σ ∈ Ω of arity-pair (X, Y ), we have
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hom(Y, φ) ◦G(σ) = H(σ) ◦ hom(X, φ). Since Q is generated by the elements
of Ω by compositions and morphism-constants, the diagram

hom(X,A)

hom(X,φ)
��

G(τ) // hom(Y,A)

hom(Y,φ)
��

hom(X,B)
H(τ) // hom(Y,B),

commutes for every (X, Y )-ary t-term τ . Note that, for f : X → Y in C, the
morphism-constant f = T (f) is mapped by G onto the natural transforma-
tions hom(f, A) = expA(f) and by H analogously.

Let φ∗
− = hom(−, φ). Since (A,G), (A,H) |= E , we have the induced func-

tors G : Q → Cl A, H : Q → Cl B satisfying hom(W,A) = ΣAG(W ) and
hom(W,B) = ΣBH(W ) for every object W in C, and get the commutative
diagram

ΣAG(X)

φ∗X
��

G(τ)
// ΣAG(Y )

φ∗Y
��

ΣBH(X)
H(τ)

// ΣBH(Y )

hence we have a natural transformation φ∗ : ΣAG → ΣBH with φ∗T =
hom(−, φ). Therefore, φ : (A,G) → (B,H) is a morphism of (Q, T )-algebras.
We have defined a concrete functor K : (t, E)−alg → (Q, T )−alg and we
will find its inverse.

Let (A,G) be a (Q, T )-algebra. Define G′ = ΣAGNh, the resulting al-
gebra K ′(A,G) = (A,G′) clearly satisfies E since G′ = ΣAGN due to the
universality of h. If there is a (Q, T )-algebra morphism φ : (A,G) → (A,H),
we have a natural transformation φ∗ : ΣAG→ ΣBH with φ∗T = hom(−, φ).
Then, for every σ ∈ Ω, we have

hom(Y, φ) ◦G′(σ) = hom(Y, φ) ◦ ΣAGNh(σ)
= ΣBHNh(σ) ◦ hom(X, φ) = H ′(σ) ◦ hom(X, φ)

hence the diagram

hom(X,A)

hom(X,φ)
��

G′(σ) // hom(Y,A)

hom(Y,φ)
��

hom(X,B)
H′(σ) // hom(Y,B),

commutes and φ is the morphism of t-algebras (A,G′) → (B,H ′). Therefore
K ′ : (Q, T )−alg → (t, E)−alg
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We will show that the assignments K and K ′ are mutually inverse. Since,
for a t-algebra (A,G), we have (G)′ = ΣAGNh = Gh = G, we get (G)′ = G,
thus K ′K = Id(t,E)−alg. Conversely, for every (Q, T )-algebra (B,H), we have
the functor H ′ : Q → ClB satisfying ΣBH

′Nh = H ′ = ΣBHNh. Hence,
by the universality of h, ΣBH

′N = ΣBHN and since N and ΣB are clearly
epi, mono, respectively, we get H ′ = H , thus KK ′ = Id(Q,T )−alg. Therefore
(t, E)−alg and (Q, T )−alg are concretely isomorphic. �

Remark 1.3.15 Given a concrete category (A, U), its canonical theory (tU , EU)
is converted into the functorial theory (Cl U, expU).

Lemma 1.3.16 There is a functor L : Eq C → Th C such that

−algf ◦ L =−alge.

Proof: All we need is to extend the assignment (t, E) 7→ (Q(t,E), T(t,E)) on
morphisms. Let i : (t, E) → (t′, E ′) be an interpretation between two closed
equational theories with domains Ω, Ω′ and canonical functors ht, NE and
ht′ , NE′, respectively. Then the mapping NE′ ◦ ht′ ◦ i factorizes over NE ◦ ht
and there exists a unique L(i) : Qt,E → Qt′,E′ such that

L(i) ◦NE ◦ ht = NE′ ◦ ht′ ◦ i.

We will show that the assignment L carries i−alge onto L(i)−algf . Let
i : (t, E) → (t′, E ′) be an interpretation of closed equational theories. Then,
given (A,G) in (t, E ′)−alg, we have

ΣA ◦G ◦ L(i) ◦NE ◦ ht = ΣA ◦G ◦NE′ ◦ ht′ ◦ i
= G ◦ i
= ΣA ◦G ◦ i ◦NE ◦ ht

hence by universality of ht, ΣA being mono and Nt being epi we get G◦L(i) =
G ◦ i, thus the diagram

(A,G)

K(t,E)

��

� i−alg // (A,G ◦ i)

K(t′,E′)

��
(A,G) � L(i)−alg // (A,G ◦ L(i))

commutes, and the property is satisfied. �

Remark 1.3.17 By an enlargement of an equational theory (t, E) we mean
an interpretation iddom(t) : (t, E) → (t, E ′) for some E ′ ⊇ E . The enlargement
is converted by the functor L to a surjective morphism of functorial theories
L(i) : Q(t,E) ⇒ Q(t,E ′) given by factorizing of the classes of morphisms.
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Lemma 1.3.18 For every functorial theory (Q, T ), there exists an equa-
tional theory (t, E) such that (t, E)−alg ∼=C (Q, T )−alg.

Proof: Let (Q, T ) be a functorial theory over C. Let Ω = MorQ, tQ : Ω →
(ObC)2 be a mapping given by the assignment tQ(σ) = (dom(σ), cod(σ)) and
let E0 consist of the following equations

1. (Tm,m) for every morphismm in Cop (herem is the morphism-constant
for tQ)

2. (ρ · σ, ρ ◦ σ) for every pair of composable Q-morphisms σ, ρ

Let ET be the closure of E0, then (tQ, ET ) will be the required equational
theory. It easy to show that (Q, T )−alg ∼=C (tQ, ET )−alg. In fact, (Q, T )-
algebras (A,H) are in a natural one-to-one correspondence with (tQ, ET )-
algebras (A,G) by

Cop

expA
#+OOOOOOOOOOOO

OOOOOOOOOOOO

T

��

V +3 T (t)

N
s{ ooooooooooooo

ooooooooooooo
Ω

hoo

G

��
Q

H +3 ClA
ΣA // Set

as well as in the Lemma 1.3.14, but here the composition N ◦ h is even the
isomorphism on object-free categories. The rest is straightforward. �

Lemma 1.3.19 There is a functor P : Th C → Eq C such that

−alge ◦ P =−algf .

Now we see that the equational and functorial approaches are equivalent.
Hence we can state the following.

Corollary 1.3.20 A concrete category is algebraic iff it is concretely isomor-
phic to (Q, T )−alg for some functorial theory (Q, T ). A concrete functor be-
tween algebraic categories is algebraically concrete iff it isomorphic to S−alg
for some morphism S of functorial theories. A diagram D : D → Con C is
algebraically concrete iff it factorizes over−algf .

Remark 1.3.21 One can prove an even stronger relationship. The functors
L, P are mutually adjoint L ⊣ P so that:

• Th C is a reflective subcategory in Eq C,

• Th C is monadic over Eq C.
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1.3.5 Algebraic vs. L-algebraic Categories

First we state the relation to Beck categories - see [33].

Proposition 1.3.22 Every algebraic category is Beck.

Our aim is now to compare algebraic and l-algebraic categories.

Lemma 1.3.23 Let C be a category with copowers. Then every algebraic
category over C is l-algebraic.

Proof: At first we prove that each metacategory t−alg is the limit of a
(possibly large) limit of f -algebraic categories. Let t : Ω → (ObC)2 be
a type. Given a t-algebra (A,Q), we have, for every σ ∈ Ω, a mapping
Q(σ) : hom(t0(σ), A) → hom(t1(σ), A). Since C has copowers, the functor
hom(t1(σ),−) has the left adjoint − • t1(σ) (see Remark B.1.7). Now we
use the functors GY,X defined in Remark B.2.8 for obejcts X, Y in C. Hence
the algebra is uniquely determined by the object A and by the collection

of morphisms Q̃(σ) : Gt1(σ),t0(σ)(A) → A in C. We get structure arrows of
algebras in Alg Gt1(σ),t0(σ). Hence,

t−alg ∼=C

∏

σ∈Ω

AlgGσ

where Gσ = Gt1(σ),t0(σ) for every σ ∈ Ω. Note that if Ω is a class we get
a metacategory. We will show that the t-terms are in the following one-to-
one correspondence with some concrete functors defined on

∏
σ∈Ω Alg Gσ.

For each t-term of arity-pair (X, Y ), the corresponding functor will have the
values in AlgGY,X . Let A =

∏
σ∈Ω Alg Gσ.

For σ ∈ Ω, let Pσ : A → AlgGσ be the projection functor.
Given a morphism f : Y → X , then Pf : A → Alg GY,X is defined by

(A,H) 7→ (A, ˜hom(f, A)) where ˜hom(f, A) : GY,X(A) = hom(X,A) • Y → A
is derived from hom(f, A) by the adjunction − • Y ⊣ hom(Y,−).

Now consider a composition q · p of terms q and p of arity-pairs (X, Y ),
(Y, Z), respectively and suppose both Pq : A → Alg GY,X and Pp : A →
Alg GZ,Y are defined. Then there is an obvious functor (Pq, Pp) : A →
Alg GY,X ×C Alg GZ,Y . The unit ηY : IdSet → hom(Y,−) ◦ (− • Y ) of
the adjunction − • Y ⊣ hom(Y,−) yields the transformation h : GZ,X →
GZ,YGY,X , h = (− • Z)ηY hom(X,−). Then we have a functor SZ,Y,X :
Alg GY,X ×C Alg GZ,Y → Alg GZ,X defined on an object (A, α, β) by a
GZ,X-algebra (A, β ◦GZ,Y α ◦ hA). We define Pq·p = SZ,Y,X ◦ (Pq, Pp).
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The assignment s 7→ Ps together with algebra reformulation (A,H)  

(A, H̃) yields, for each term s in T (t), the structure arrow of Ps(A, H̃) being

α(H,s) = H̃(s).

The proof leads through an induction. If s is in Ω or is a morphism-constant,
then it holds by definition of H̃ and Ps. If s = q · p and q are p terms from
the previous paragraph satisfying this property, then

α(H,q·p) = α(H,q) ◦GZ,Y α(H,p) ◦ hA = H̃(q) ◦GZ,Y H̃(p) ◦ hA

= H̃(q) ◦ (− • Z)(hom(Y, H̃(p)) ◦ ηY hom(X,A))

= H̃(q) ◦ (− • Z)(H(p)) = ˜H(q) ◦H(p) = H̃(q · p)

where the last but one equality follows from adjunction as in B.1.4. Hence
the property holds for q · p, too. Then the t-algebra (A,H) satisfies an

identity (p, q) iff its counterpart (A, H̃) in A satisfies Pp(A, H̃) = Pq(A, H̃).

Hence (A, H̃) lies in the equalizer of Pp and Pq. Therefore, each category
(t, I)−alg is the intersection of some collection of equalizers on the category∏

σ∈Ω AlgGσ, i.e., (t, I)−alg is an l-algebraic category. �

We may state also a converse relation. In fact, J. Reiterman proved, but
did not publish, the following result:

Theorem 1.3.24 (Reiterman’s theorem)
Every f-algebraic category is algebraic.

Proof: The paper of Kurz and Rosický [22] presents the dual version of this
theorem with the base category Set. By modification of its proof we get the
following:
Given a functor F : C → C, let Ω contain symbols σX of arity-pair (X,FX)
for every object X in C and let I be the closure of a class of equations

(Ff · σX , σY · f)

labeled by all morphisms f : Y → X in C. Now we have an assignment
R : Alg F → (t, I)−alg given by (A, α) 7→ (A,Rα) for an F -algebra (A, α).
Here Rα denotes the following assignment: given an object X and morphism
h : X → A we set

Rα(σX)(h) = α ◦ Fh.

If g : (A, α) → (B, β) is a morphism of algebras, then, also, g is a morphism
(A,Rα) → (B,Rβ). In fact, β ◦ Fg = g ◦ α and, for every object X in C, the
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diagram

hom(X,A)

hom(X,g)
��

Rα(σX) // hom(FX,A)

hom(FX,g)
��

hom(X,B)
Rβ(σX )

// hom(FX,B),

commutes since, for every h : X → A, we have

(Rβ(σX) ◦ hom(X, g))(h) = Rβ(σX)(g ◦ h) = β ◦ F (g ◦ h)
= β ◦ Fg ◦ Fh = g ◦ α ◦ Fh
= g ◦Rα(σX)(h) = (hom(FX, g) ◦Rα(σX))(h).

We will prove that every (A,Rα) satisfies all equations in I. Let f : Y →
X be a C-morphism, then, for every h : X → A, we get

Rα(Ff · σX)(h) = (Rα(Ff) ◦Rα(σX))(h) = Rα(Ff)(α ◦ Fh)
= α ◦ Fh ◦ Ff = α ◦ F (h ◦ f)
= Rα(σY )(h ◦ f) = Rα(σY )(hom(f, A)(h))

= Rα(σY · f)(h),

hence (A,Rα) |= (Ff ·σX , σY ·f), therefore (A,Rα) |= I since I is the closure
of the class of all such equations.

Now, we need to define a functor S : (t, I)−alg → AlgF which will play
the role of R−1. Let

S(A,H) = (A,H(σA)(idA)).

Let g : (A,H) → (B,G) be a morphism of t-algebras. Then g is a morphism
of F -algebras since (B,G) |= (Fg · σB, σA · g) and

g ◦H(σA)(idA) = (hom(FA, g) ◦H(σA))(idA) = (G(σA) ◦ hom(A, g))(idA)
= G(σA)(hom(A, g)(idA)) = G(σA)(g)
= G(σA)(hom(g, A)(idB)) = G(σA · g)(idB)
= G(Fg · σB)(idB) = (G(Fg) ◦G(σB))(idB)
= (hom(Fg,B) ◦G(σB))(idB) = G(σB)(idB) ◦ Fg.

Hence S is a functor. To conclude the proof, we need to show that it is
inverse to R. Let (A, α) be an F -algebra, then

SR(A, α) = S(A,Rα) = (A,Rα(σA)(idA))
= (A, α ◦ F idA) = (A, α).
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For an algebra (A,H) in (t, I)−alg let α = H(σA)(idA). Then RS(A,H) =
(A, α) = (A,Rα) and Rα(σX) = H(σX) for every X ∈ ObC, since (A,H) |=
(Fh · σA, σX · h) and, for each morphism h : X → A, we have

Rα(σX)(h) = α ◦ Fh = H(σA)(idA) ◦ Fh
= hom(Fh,A)(H(σA)(idA)) = (H(Fh) ◦H(σA))(idA))

= H(Fh · σA)(idA) = H(σX · h)(idA)
= H(σX)(hom(h,A)(idA)) = H(σX)(h).

Therefore, RS = Id(t,I)−alg and SR = IdAlg F and R is an isomorphism. �

Definition 1.3.12 Given a functor F : C → C, then the equational theory
(tF , IF ) = (t, I) and the functor RF = R : Alg F → (t, I)−alg given by
(A, α) 7→ (A,Rα) and used in the proof above will be called Reiterman theory
and Reiterman isomorphism, respectively.

This isomorphism enables even more. We may use it to classify some l-
algebraic categories. Namely, the polymeric categories will be proved to be
algebraic by the enlargement of the corresponding Reiterman theory. More-
over, if we modify the Reiterman theory for a set of C-endofunctors, we
may redefine the Reiterman isomorphism even for some non-homogenous l-
algebraic categories such as products of f-algebraic categories. Generally, this
concept will be called Reiterman conversion.

We will show the proof for polymeric categories explicitly. Let F be an
endofunctor on C for the rest of this section. We will need the following
notion:

Definition 1.3.13 Given an object X in C and k ∈ N0, then we define k-
polymeric tF -term τ

(k)
X by recursion: τ

(0)
X = idX and τ

(n+1)
X = σFnX · τ (n)X for

n ∈ N0.

Remark 1.3.25 Observe that the terms τ
(k)
X have arity pairs of (X,F kX).

Lemma 1.3.26 Let X be a C-object and k ∈ N, then

Rα(τ
(k)
X )(h) = α(k) ◦ F kh

for every F -algebra (A, α) and morphism h : X → A. Here Rα is the struc-
ture arrow of RF (A, α).

Proof: Let (A, α) be an F -algebra and h : X → A be a morphism. By
induction we have:
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Initial step: Rα(τ
(0)
X )(h) = Rα(idX)(h) = h ◦ idX = idA ◦ h = α(0) ◦ F 0h.

Inductive step: Let n ∈ N0 and Rα(τ
(n)
X )(h) = α(n) ◦ F nh be satisfied. Then

Rα(τ
(n+1)
X )(h) = Rα(σFnX · τ (n)X )(h)

= (Rα(σFnX) · Rα(τ
(n)
X ))(h)

= Rα(σFnX)(Rα(τ
(n)
X )(h))

= Rα(σFnX)(α
(n) ◦ F nh)

= α ◦ F (α(n) ◦ F nh)
= α ◦ Fα(n) ◦ F n+1h
= α(n+1) ◦ F n+1h.

�

Lemma 1.3.27 Given a functor G : C → C, k ∈ N0 and φ : G → F k be a
natural transformation. Then

Rα(φX · τ (k)X )(h) = α(k) ◦ φA ◦Gh (1.4)

for every F -algebra (A, α) and every morphism h : X → A.

Proof: Let (A, α) be an F -algebra and h : X → A be a morphism. If k = 0,
then φ : G→ Id and we have

Rα(φX · τ (k)X )(h) = Rα(φX)(h) = h ◦ φX = φA ◦Gh = α(0) ◦ φA ◦Gh.

Now suppose k ≥ 0. Then we have

Rα(φX · τ (k)X )(h) = hom(φX , A)(Rα(τ
(k)
X )(h)) = Rα(τ

(k)
X )(h)) ◦ φX

= α(k) ◦ F kh ◦ φX = α(k) ◦ φA ◦Gh.

�

Lemma 1.3.28 Given a functor G : C → C and an (m,n)-ary polymeric
G-identity (φ, ψ)p in the category of F -algebras, then, for every F -algebra
(A, α),

(A, α) |= (φ, ψ)p ⇔ (∀X ∈ ObC) (A,Rα) |= (φX · τ (m)
X , ψX · τ (n)X ).

Proof: Let (A, α) be an F -algebra.

⇒ Let (A, α) |= (φ, ψ)p, then α
(m) ◦ φA = α(n) ◦ ψA and we have

Rα(φX · τ (m)
X )(h)

(1.4)
= α(m) ◦ φA ◦Gh = α(n) ◦ ψA ◦Gh

for every h : X → A. Hence due to symmetry of calculation we get

Rα(φX · τ (m)
X )(h) = Rα(ψX · τ (n)X )(h).

Hence (A,Rα) |= (φX · τ (m)
X , ψX · τ (n)X ) and the right-hand side holds.
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⇐ Now suppose (A,Rα) |= (φX · τ (m)
X , ψX · τ (n)X ) for every object X in C.

Then the satisfaction of (φA · τ
(m)
A , ψA · τ

(n)
A ) yields Rα(φA · τ

(m)
A )(idA) =

Rα(ψA · τ (n)A )(idA). And since Rα(φA · τ (m)
A )(idA) = α(m) ◦ φA ◦GidA =

α(m) ◦ φA, we get
α(m) ◦ φA = α(n) ◦ ψA,

hence (A, α) |= (φ, ψ)p.

�

Corollary 1.3.29 Every polymeric category is algebraic.

Proof: Consider a class P = {pi|i ∈ I} of polymeric identities in the category
of F -algebras. Due to Reiterman’s theorem and Lemma 1.3.28 we have, for
each pi ∈ P, a class P̃i of tF -identities p̃i,X such that a subcategoryA ofAlgF
satisfies p iff the RF -image of the category A satisfies every p̃X . Hence a class
P is, in this sense, algebraically equivalent to the class P̃ =

⋃
i∈I P̃i of tF -

identities. This implies that the Reiterman isomorphism can be restricted
as

Alg (F,P) ∼=C (tF ,J )−alg,

where J is the closure of IF ∪ P̃ . �

By functorial Reiterman conversion we mean an application of the Reiter-
man isomorphism composed with the conversion into the functorially induced
algebraic categories, i.e., the assignment F 7→ L(tF , IF ).

The functorial Reiterman conversion has the following couniversal prop-
erty. Let F op : Cop → Cop be the dual functor for F . Consider a discrete
category D on ObC with identities being the only morphisms. Then there is
an embedding U : D → Cop and we still have the morphism-constant embed-
ding VF : Cop → T (tF ). Now the collection {σX |X ∈ ObC} defines a natural
transformation σ : V U → V F opU .

Lemma 1.3.30 Under the above assumptions, the factorization of T (tF )
over the Reiterman theory IF yields a category QF and a functor NF such
that

1. NFσ : NFV → NFV F
op is a natural transformation

2. For every N ′ : T (tF ) ⇒ Q′ with N ′σ being a natural transformation
N ′V → N ′V F op there exists a unique R : Q ⇒ Q′ such that N ′ = RNF .

Proof: In fact, the collection of equations (Ff ·σX , σY · f), for C-morphisms
f : Y → X , yields exactly that σ is natural transformation in the corre-
sponding factor-category. The factorization property is obvious. �

We will show that it can be extended on natural transformations.
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Lemma 1.3.31 Let φ : F → G be a natural transformation between C-
endofunctors. Then Algφ : AlgF → AlgG is algebraically concrete functor.

Proof: Consider closed Reiterman equational theories (tF , IF ), (tG, IG)
with type domains ΩF = {σFX |X ∈ ObC}, ΩG = {σGX |X ∈ ObC}, Reiter-
man isomorphisms RF , RG, the conversion L form Lemma 1.3.19 and iso-
morphisms KF , KG from Lemma 1.3.14 for F and G, respectively. Then
L(tF , IF ) = (QF , TF ), L(tG, IG) = (QG, TG) and we have a diagram

Alg G

Alg φ

��

RG // (tG, IG)−alg
KG // (QG, TG)−alg

M
��

Alg F
RF // (tF , IF )−alg

KF // (QF , TF )−alg

with the induced functorM = KFRFAlgφR−1
G K−1

G . We will find a morphism
Qφ : (QF , TF ) → (QG, TG) such that M = Qφ−alg. Let VF , VG be the
morphism-constant embeddings.

Let φop : Gop → F op be the natural transformation gained by dualization
of φ and consider the type-preserving mapping Pφ : ΩF → T (tG) given by

Pφ(σ
F
X) = φopX · σGX . Each morphism-constant φopX in T (tG) can be seen as

a component of VGφ
op. The induced functor Pφ : T (tF ) → T (tG) preserves

morphism-constants, hence PφVF = VG and using the natural transformation

σF : VFU → VFF
opU we get a natural transformation

Pφσ
F = VGφ

op ◦ σG : VGU = PφVFU → PφVFF
opU = VGF

opU.

Now we shift it by NG to QG and get

NGPφσ
F = NGVGφ

op ◦NGσ
G : NGVGU → NGVGF

opU.

But NGVGφ
op ◦NGσ

G is a natural transformation NGVG → NGVGF
op since it

is a composition of NGσ
G : NGVG → NGVGG

op and NGVGφ
op : NGVGG

op →
NGVGF

op. Hence the functor N ′ = NGPφ : T (tF ) ⇒ QG yields a natural

transformation N ′σF : N ′VF → N ′VFF
op. Thus, by Lemma 1.3.30 there

exists a unique Qφ : QF ⇒ QG such that QφNF = N ′ = NG ◦Pφ. Therefore,

we have a morphism of theories Qφ : (QF , TF ) → (QG, TG).
It remains to show that Qφ−alg =M . For every (QG, TG)-algebra (A,H)

we have

M(A,H) = KFRFAlg φR−1
G K−1

G (A,H)
= KFRFAlg φR−1

G (A,H ′) H ′ = ΣAHNGhG
= KFRFAlg φ(A,H ′(σGA)(idA))
= KFRF (A,H

′(σGA)(idA) ◦ φA)
= KF (A,RF,α) α = H ′(σGA)(idA) ◦ φA
= (A,RF,α)
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We will show that RF,α(σ
F ) = H ′(φX ·σGX) for every object X in C. Consider

a morphism f : X → A in C. Then

RF,α(σ
F
X)(f) = α ◦ Ff = H ′(σGA)(idA) ◦ φA ◦ Ff

= H ′(σGA)(idA) ◦Gf ◦ φX
= hom(φX , A)(hom(Gf,A)(H ′(σGA)(idA)))

= hom(φX , A)(H
′(Gf · σGA)(idA)))

= hom(φX , A)(H
′(σGX · f)(idA)))

= hom(φX , A)(H
′(σGX)(idA ◦ f))

= H ′(φX · σGX)(f).

(Note that we do not distinguish the symbols σFX from hF (σ
F
X) here.) There-

fore RF,α = H ′◦Pφ = ΣAHNGPφhF = ΣAHQφNFhF . Hence (RF,α) = H◦Qφ

and we have (A, (RF,α)) = (A,H ◦ Qφ) = Qφ−alg(A,H) �

Corollary 1.3.32 There is a functor Th : EndC → Th C such that

−algf ◦ Th = Alg .



Chapter 2

Algebras over a Cocomplete

Category

Let C be a cocomplete category throughout this chapter and F : C → C be a
functor. Our aim is to define a category of certain F -algebras which replaces
a variety of algebras in a classical sense.

2.1 Chain Constructions

In order to define a variety, we need to recall the concept of free-algebra
chain construction (introduced in [5], generalized in [9]). Its connection to
free algebras will be studied in the second part. We will show the definition
in the functorial form.

Definition 2.1.1 We will use transfinite induction to define term functors
Fn : C → C, for n ∈ Ord and natural transformations wm,n : Fm → Fn, for
m ≤ n:

Initial step: F0 = IdC, w0,0 = id

Isolated step: Let Fn+1 = FFn + IdC, the transformations w0,n+1 =
ιn+1 and qn : FFn → Fn+1 are the canonical injections of IdC and
FFn, respectively, into the coproduct and wm+1,n+1 = [Fwm,n, idIdC ] for

36
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m ≤ n is defined by

FFm

qm

��

Fwm,n // FFn

qn

��
Fm+1

wm+1,n+1 // FFn + IdC = Fn+1

IdC

ιm+1

OO

ιn+1

44jjjjjjjjjjjjjjjjjj

.

If m is a limit ordinal, then we define wm,m+1 as the unique factoriza-
tion of {wk,m+1|k < m} over the colimit cocone {wk,m|k < m}.

Limit step: Fn = colim
m<n

Fm and wm,n is the corresponding component

of the colimit cocone.

The construction gives rise to the transformation yn : F → Fn defined by

yn = w1,n ◦ q0

for every ordinal n > 0.

To distinguish the transformations for different functors we put the name of
the functor in the superscript: wFm,n, q

F
n , ι

F
n , y

F
n .

For every m ≤ n, the construction yields the property:

wm,n ◦ qm = qn ◦ Fwm,n. (2.1)

Note 4 Despite the name ”n-ary term functor” refers to the arity of a term,
its universal-algebraic counterpart for a given type is a ”set of terms of depth
of n”.

Remark 2.1.1 If we substitute IdC for C0 in initial step of construction, we
get an equivalent concept.

As a consequence of the definition we get the following properties (see [9]).

Remark 2.1.2 Given an F -algebra (A, α), for every n ∈ Ord, there is a
morphism (a term-evaluation on (A, α))

ǫn,(A,α) : FnA→ A
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defined recursively by: ǫ0,(A,α) = idA, ǫn+1,(A,α) = [α ◦ Fǫn,(A,α), idA],

FFnA

qn,A

��

Fǫn,(A,α) // FA

α

��
Fn+1A

ǫn+1,(A,α) // A

A

ιn+1,A

OO

idA

66nnnnnnnnnnnnnnnn

and by ǫl,(A,α) = colim
m<l

ǫm,(A,α) for a limit ordinal l. Then, for every n, m ≤ n,

we have:

ǫn+1,(A,α) ◦ qn,A = α ◦ Fǫn,(A,α) (2.2)

ǫn,(A,α) ◦ ιn,A = idA (2.3)

ǫm,(A,α) = ǫn,(A,α) ◦ wm,n,A (2.4)

ǫn,(A,α) ◦ yn,A = α, (2.5)

where the last property requires n > 0. We write the name of the functor in
the superscript ǫk,(A,α) = ǫFk,(A,α) if necessary.

2.2 Varieties

There are several ways how to define a class of algebras called ”variety”.
Its classical meaning is ”an equationally presentable class of algebras”. An
”equation” in universal algebra, also called ”identity”, is a pair of terms of
corresponding language. An algebra satisfies this identity iff these terms
have the same evaluation on this algebra for each evaluation of variables.
This is how one can define a variety of algebras for a signature but we are
not concerned with this case and we refer to it just in the Examples section.
Instead, we focus on algebras for a functor and describe the varieties for such
a case. We show two ways how to define them and prove that these concepts
are equivalent.

2.2.1 Equational Classes

We recall here the notion of equational category of F -algebras introduced in
[9].

Definition 2.2.1 Let X be an object of C, n ∈ Ord . An equation arrow of
arity n over X is defined as a regular epimorphism e : FnX → E. The object
X is called a variable-object of e.
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We say that an F -algebra (A, α) satisfies an equation arrow e : FnX → E
if for every f : X → A there is a morphism h : E → A such that

ǫn,(A,α) ◦ Fnf = h ◦ e.

For a class E of equation arrows, we define an equational class of F -
algebras induced by E as the class of all algebras satisfying all equations
e ∈ E . Viewed as a full subcategory of Alg F , it is called an equational
category and denoted by Alg (F, E). Equational category presentable in this
way by a single equation arrow is called single-based.

Two equation arrows are said to be algebraically equivalent iff they define
the same equational class. By analogy, we define algebraic equivalence for
the classes of equation arrows.

As shown in [9], this approach generalizes the classical universal algebra on
sets since every identity uniquely determines the regular epimorphism on
the set of all terms which is given by identifying the terms included in the
identity.

2.2.2 Naturally Induced Classes

Now we introduce a concept of algebras induced by natural transformations.
(see [28]).

Definition 2.2.2 Let n be an ordinal and G be a C-endofunctor. A natural
transformation φ : G→ Fn is called a natural term, more precisely an n-ary
G-term. By G-identity we mean a pair of G-terms. Such pairs are called
natural identities.

Let φ and ψ be m-ary and n-ary G-terms, respectively. The functor G is
called a domain and (m,n) is an arity-pair of identity (φ, ψ). If m = n, we
say that (φ, ψ) has an arity of n.

We say that an F -algebra (A, α) satisfies the identity (φ, ψ) if

ǫm,(A,α) ◦ φA = ǫn,(A,α) ◦ ψA.

Then we write
(A, α) |= (φ, ψ).

For a class I of natural identities we define a naturally induced class
of F -algebras as the class of all algebras satisfying all identities (φ, ψ) ∈ I.
The corresponding full subcategory of AlgF is denoted by Alg (F, I). If it is
expressable with I being a singleton, we say that Alg(F, I) is single-induced.
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Two natural identities are said to be algebraically equivalent iff they induce
the same classes of F -algebras. Analogously, we define the algebraic equiva-
lence of classes of natural identities. The algebraic equivalence relation will
be denoted by ≈.

Remark 2.2.1 1. Arities of components of a natural identity can be ar-
bitrarily raised. Clearly, for an identity (φ, ψ) of arity-pair (m1, m2)
we have (φ, ψ) ≈ (wm1,n ◦ φ, wm2,n ◦ ψ) for every n ≥ max{m1, m2}.
Hence, every natural identity is algebraically equivalent to the identity
consisting of natural terms of the same arity .

2. Every set N = {(φi, ψi)|i ∈ I} of n-ary natural identities is alge-
braically equivalent to a singleton. Clearly N ≈ {(φ, ψ)}, where φ, ψ
are the unique factorizations of the cocones φi, ψi, respectively, over
the coproduct of domains of single identities.

3. As a consequence, every class naturally induced by a set of identities is
single-induced.

2.2.3 Conversion Theorem

Our aim is to prove that naturally induced classes and equational classes
coincide on a locally small base category. At first we show that every single-
based equational class is naturally induced. Then, conversely, we prove that
every class induced by a single natural identity is equational.

Lemma 2.2.2 Every single-based equational class is naturally single-induced
class.

Proof: Let S be a single-based equational class of F -algebras defined by an
equation arrow e being a regular epimorphism FnX → E such that (E, e)
is a coequalizer of some φ0, ψ0 : Q //

// FnX . We define a mapping θφ,A :
hom(X,A) → hom(Q,FnA). For every f : X → A let θφ,A(f) = Fnf ◦ φ0 :
Q→ FnA. Now let

G = GQ,X = (− •Q) ◦ hom(X,−),

φA = θ̃φ,A : hom(X,A) •Q→ FnA.

Clearly, φA is a component of a natural transformation φ : G→ Fn. Observe
that, due to Remark B.1.7, for every f : X → A,

φA ◦ uf = θφ,A(f) = Fnf ◦ φ0.



CHAPTER 2. ALGEBRAS OVER A COCOMPLETE CATEGORY 41

Analogously, we define natural transformations θψ,− : G → Fn and ψ : G →
Fn satisfying ψA ◦uf = Fnf ◦ψ0. Now we have the functor G and G-identity
(φ, ψ). It remains to show that it induces exactly the equational class S.

Let (A, α) satisfy the equation arrow e. Then, for every f : X → A, there
is an h : E → A such that ǫn,(A,α) ◦ Fnf = h ◦ e. Then we have

ǫn,(A,α) ◦ φA ◦ uf = ǫn,(A,α) ◦ Fnf ◦ φ0

= h ◦ e ◦ φ0 = h ◦ e ◦ ψ0

and, by symmetry, we get ǫn,(A,α) ◦ φA ◦ uf = ǫn,(A,α) ◦ ψA ◦ uf . Since f
was chosen arbitrarily and the injections uf form a colimit cocone, we have
ǫn,(A,α) ◦ φA = ǫn,(A,α) ◦ ψA, i.e., (A, α) satisfies the G-identity (φ, ψ).

Now let (B, β) be an F -algebra in the class induced by the G-identity
(φ, ψ). Let g : X → B be a morphism in C. Then we have

ǫn,(B,β) ◦ Fng ◦ φ0 = ǫn,(B,β) ◦ φB ◦ ug
= ǫn,(B,β) ◦ ψB ◦ ug

and, again by symmetry, we get ǫn,(B,β) ◦Fng ◦ φ0 = ǫn,(B,β) ◦Fng ◦ψ0, hence
ǫn,(B,β) ◦ Fng coequalizes the pair (φ0, ψ0) and there is a unique h : E → B
such that ǫn,(B,β) ◦Fng = h◦ e. Thus (B, β) satisfies the equation arrow e. �

Remark 2.2.3 Within the proof of Lemma 2.2.2, we have proved the alge-
braic equivalence of the n-ary equation arrow with variable-object X and a
n-ary natural G-identity.

The functor G is in fact equal to GQ,X defined in Remark B.2.8. As
observed by J. Velebil, the natural identity (φ, ψ) can be easily derived from
the pair of morphisms φ0, ψ0 by isomorphism (B.8) since GQ,X is the left Kan
extension of CQ along CX .

The assignment (X, e, E) 7→ (G, φ, ψ) may be uniquely determined if the
category C satisfies some additional requirements.

Lemma 2.2.4 Every naturally single-induced class is equational.

Proof: Let G be a C-endofunctor. Let N be a class induced by a G-identity
(φ, ψ). Due to Remark 2.2.1 we may assume that φ and ψ have the same
arity, say n. Therefore, both are the natural transformations G → Fn. Let
(E, e) be the coequalizer of φ and ψ. Then, for every object X of C, we have
a morphism eX : FnX → EX . Let E = {eX |X ∈ ObC}. We will prove
N = Alg (F, E).

Let (A, α) satisfy (φ, ψ). Then, for every X ∈ ObC and f : X → A, we
have

ǫn,(A,α) ◦ Fnf ◦ φX = ǫn,(A,α) ◦ φA ◦Gf
= ǫn,(A,α) ◦ ψA ◦Gf
= ǫn,(A,α) ◦ Fnf ◦ ψX .
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Therefore, we have a coequalizing morphism ǫn,(A,α)◦Fnf for (φX , ψX). Since
the colimits of functors are calculated componentwise, eX is a coequalizer
of (φX , ψX), which means that there is a unique h : EX → A such that
ǫn,(A,α) ◦ Fnf = h ◦ eX .

Given an F -algebra (B, β) satisfying all equation arrows from E , it sat-
isfies the arrow eB : FnB → EB and there is h : EB → B (chosen for
idB : B → B) such that ǫn,(B,β) = h◦eB . Thus, the property is satisfied since
eB coequalizes the pair (φB, ψB). �

Theorem 2.2.5 (Conversion theorem) Let F be an endofunctor on a co-
complete category C. Then the equational classes of F -algebras coincide with
the naturally induced classes of F -algebras.

Proof: Every equational class S is a (possibly large) intersection of single-
based ones and these are, by the Lemma 2.2.2, naturally induced, more
precisely single-induced. Hence, S is naturally induced by the class of cor-
responding natural identities. Conversely, the naturally induced class N is
a (possibly large) intersection of the ones induced by a single natural iden-
tity, which, due to Lemma 2.2.4, are equational classes induced by a class of
equation arrows. The union of these classes defines the class of all equation
arrows defining the class N as an equational class. �

Definition 2.2.3 A class of algebras induced by equations or natural iden-
tities is called a variety.

2.2.4 Varieties are L-algebraic

Let F be an endofunctor on a cocomplete category C. We show that every
variety of F -algebras is an l-algebraic category. And as we will see in next
section, every variety is algebraic. In fact, since C is cocomplete, due to
Lemma 1.3.23 it is also l-algebraic. But the proof in this section seems to be
much more transparent and constructive, so we present it, too.

Lemma 2.2.6 For every ordinal n, the assignment (A, α) 7→ (A, ǫn,(A,α))
defines a functor En : Alg F → Alg Fn.

Proof: Let UF be the forgetful functor for Alg F and f : (A, α) → (B, β)
be a morphism of F -algebras. We will show by induction that the diagram

FnA

Ff

��

ǫn,(A,α) // A

f

��
FnB

ǫn,(B,β) // B

commutes for every ordinal n:
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Initial step: Since F0 = IdC and ǫ0,− = id−UF , the statement is obvious.

Isolated step: Let the diagram commute for ordinal m. Then we have
the commutative diagram

FFmA

FFmf

��

qm,A %%KKK
KKKKK

KK

Fǫm,(A,α) // FA

Ff

��

α

  B
BB

BB
BB

B

Fm+1A

Fm+1f

��

ǫm+1,(A,α) // A

f

��

FFmB

qm,B %%KKK
KKKKK

KK

Fǫm,(B,β) // FB
β

  B
BB

BB
BB

B A

f

��

ιm+1,A

jjVVVVVVVVVVVVVVVVVVVVVVVV

idA

__>>>>>>>>

Fm+1B
ǫm+1,(B,β) // B

B

ιm+1,B

kkVVVVVVVVVVVVVVVVVVVVVVVV

idB
__????????

which makes the property f ◦ ǫm+1,(A,α) = ǫm+1,(B,β) ◦ Fmf valid.

Limit step: Let the diagram above commute for every ordinalm smaller
then a limit ordinal l. Then we have for every m < l:

f ◦ ǫl,(A,α) ◦ wm,l,A = f ◦ ǫm,(A,α)
= ǫm,(B,β) ◦ Fmf
= ǫl,(B,β) ◦ wm,l,B ◦ Fmf
= ǫl,(B,β) ◦ Flf ◦ wm,l,A.

Since ǫl,(A,α) = colim
m<l

ǫm,(A,α), we get f ◦ ǫl,(A,α) = ǫl,(B,β) ◦ Flf .

Hence the assignments send a morphism onto a morphism. Since they now
commute with forgetful functors, they preserve identities and compositions
of morphisms. Thus these assignments define functors. �

Lemma 2.2.7 Every single-induced variety is an l-algebraic category.

Proof: Consider an n-ary natural G-identity (φ, ψ). Since φ, ψ : G → Fn
are natural transformations, we may use their Alg -image and compose it
with En to get the diagram:

Alg F
En // Alg Fn

Alg φ //

Alg ψ
// AlgG

Then Alg (F, (φ, ψ)) is clearly the equalizer of Algφ ◦En and Algψ ◦En. �
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Theorem 2.2.8 Every variety is an l-algebraic category.

Proof: The statement clearly follows from the Lemma 2.2.7 and Metacate-
gorical remark 1.2.5. �

Remark 2.2.9 Observe that, by duality of the construction above, one gets
the covarieties to be also limits of concrete categories, namely of Coalg-
categories. Hence it makes sense to consider co-l-algebraic category to be
dual of l-algebraic category over the dual base category.

2.2.5 Varieties vs. Polymeric Varieties

Polymeric Varieties are Varieties

The notion of polymeric variety can replace variety if the category does not
have colimits. For the case of cocomplete category C the relations of poly-
meric varieties to varieties will be clarified in the following text. In the section
Examples we show examples of both varieties and polymeric varieties and one
can see that many of natural examples of varieties of functor-algebras are in
fact polymeric. Therefore it makes sense to consider polymeric presentation
even if C is cocomplete. Finally, every single-based variety can be seen as
limit of polymeric categories, as we show further on.

Definition 2.2.4 Natural transformation rn : F n → Fn, for n ∈ ω, is de-
fined by induction:

Initial step: r0 = idIdC
,

Inductive step: for n ∈ N let rn+1 = qn,A ◦ Frn.

Given an n-ary polymeric G-term φ, we define polymeric natural term G-
term

φ̂ = rn ◦ φ.

The following lemma converts evaluations of finitary terms to the polymers.

Lemma 2.2.10 Let (A, α) be an F -algebra, n ∈ ω. Then ǫn,(A,α) ◦ rn = α(n).

Proof: By induction we have:

Initial step: For n = 0 we have ǫ0,(A,α) ◦ r0 = idA ◦ idA = α(0)
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Inductive step: Let n ∈ N and assume ǫn,(A,α)◦rn = α(n), then we have:

α(n+1) = α ◦ Fα(n)

= α ◦ Fǫn,(A,α) ◦ Frn
= ǫn+1,(A,α) ◦ qn+1,A ◦ Frn
= ǫn+1,(A,α) ◦ rn+1

�

As an immediate consequence we get compatibility of polymeric varieties
with varieties of F -algebras on a cocomplete category:

Lemma 2.2.11 Let G be a C-endofunctor, m,n ∈ ω, φ and ψ be m-ary and
n-ary polymeric G-terms, respectively. Then for every F -algebra (A, α)

(A, α) |= (φ, ψ)p ⇔ (A, α) |= (φ̂, ψ̂).

Corollary 2.2.12 Every polymeric variety of F -algebras is a variety.

Induction of a Variety by Polymeric Identities

We will show a converse connection between varieties and polymeric varieties.
In fact, every variety presentable by a set of natural identities can be treated
as a polymeric, hence algebraic, category, as we prove bellow.

In our investigation we derive the term-functors from various functors
and but all the natural transformations between the endofunctors on C are
derived from the functor F , i.e., e.g., wm,n : Fm → Fn, even when we use it
to constrain Fn-algebras.

Let n ∈ N. Consider an (0, 1)-ary polymeric IdC-identity hn,0 = (idIdC
, ιn)p

and, for every k < n, (1, 2)-ary polymeric FFk-identities hk,n = (wk+1,n ◦
qk, yn ∗ wk,n) in category of Fn-algebras as shown bellow.

hn,0 : Fn (Fn)
1

IdC

ιn

OO

(Fn)
0

hk,n : FFn
ynFn // FnFn (Fn)

2

FFk

Fwk,n

OO

yn∗wk,nooooo

77ooooo

qk

��

ynFk // FnFk

Fnwk,n

OO

Fk+1

wk+1,n // Fn (Fn)
1

Lemma 2.2.13 For every Fn-algebra (A, α) and m < n,

(A, α) |= hm,n ⇒ (∀k ≤ m)(A, α) |= hk,n.
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Proof: Clearly ynFn ◦ Fwk,n = ynFn ◦ Fwm,n ◦ Fwk,m and since

wk+1,n ◦ qk = wm+1,n ◦ wk+1,m+1 ◦ qk
= wm+1,n ◦ qm ◦ Fwk,m,

the satisfaction of hm,n implies satisfaction of hk,n. �

Note 5 We will use the notation Pn+1 = {hn+1,0, hn,n+1} for n ∈ Ord.

Lemma 2.2.14 For every ordinal n, the assignment (A, α) 7→ (A, ǫn+1,(A,α))
defines a concrete isomorphism In+1 : Alg F → Alg (Fn+1,Pn+1}).

Proof: Since En+1 : Alg F → Alg Fn+1 is the functor defined in Lemma
2.2.6, we need to show that it is an embedding with the imageAlg(Fn+1,Pn+1).
To prove the former, consider the functor E ′

n+1 : Alg Fn+1 → Alg F given
by (A, β) 7→ (A, β ◦ yn+1,A). The property (2.5) in Remark 2.1.2 yields E ′

n+1

being the left inverse for En+1. Hence En+1 is an embedding and we will
prove that Im(En+1) = Alg (Fn, {hn+1,0, hn,n+1}).

⊆ : Let (A, α) be an F -algebra. Let β = ǫn,(A,α). At first we verify
satisfaction of hn+1,0:

β ◦ ιn+1,A = ǫn+1,(A,α) ◦ ιn+1,A
(2.3)
= idA.

By composition of the properties (2.2), (2.4) and (2.5) together, one
can get

β ◦ wn+1,n+1 ◦ qn ◦ idA = β ◦ Fnβ ◦ (yn+1Fn ◦ Fwn,n+1)A

hence (A, β) |= hn,n+1.

⊇ : Let (A, β) |= hn+1,0, hn,n+1. Then, according to Lemma 2.2.13 we
have, for every k < n, the property (A, β) |= hk,n+1. To prove (A, β) ∈
Im(En+1), we show (A, β) = En+1E

′
n+1(A, β). Let α = β ◦ yn+1,A, then

En+1E
′
n+1(A, β) = (A, ǫn+1,(A,α)). Now we prove by induction that

ǫk,(A,α) = β ◦ wk,n+1,A.

Initial step ǫ0,(A,α) = idA = β ◦ ιn+1,A = β ◦ w0,n+1,A by hn+1,0.
Isolated step Assume the hypothesis ǫκ,(A,α) = β ◦wκ,n+1,A is satis-
fied for an ordinal κ.
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Then β ◦ wκ+1,n+1,A ◦ ικ+1,A = idA = ǫκ+1,(A,α) ◦ ικ+1,A and we have

β ◦ wκ+1,n+1,A ◦ qκ,A
(hκ,n+1)
= β ◦ Fn+1β ◦ yn+1,Fn+1A ◦ Fwκ,n+1,A

= β ◦ yn+1,A ◦ Fβ ◦ Fwκ,n+1,A
(induction)

= α ◦ Fǫn,(A,α)
= ǫκ+1,(A,α) ◦ qκ,A,

thus β ◦ wκ+1,n+1,A = ǫκ+1,(A,α).
Limit step Let λ ≤ n+1 be a limit ordinal and ǫκ,(A,α) = β◦wκ,n+1,A

for every κ < λ. Since wκ,n+1,A = wλ,n+1,A ◦ wκ,λ,A and ǫκ,(A,α) =
ǫλ,(A,α)◦wκ,λ,A for every κ < λ, we have the equality of λ-chains and the
uniqueness of its factorization over the colimit ǫλ,(A,α) yields ǫλ,(A,α) =
β ◦ wλ,n+1,A.
Now, we get the required property by setting k = n+1 into the received
equation.

�

Another consequence gives us the relation between natural identities in
Alg F and Alg Fn:

Corollary 2.2.15 Every natural identity (φ, ψ) satisfies:

(A, α) |= (φ, ψ) ⇔ In+1(A, α) |= {(φ, ψ)p, hn+1,0, hn,n+1}.

Theorem 2.2.16 Let N be a class of natural identities of arites smaller
then some ordinal n. Then there is a class of polymeric identities Q and a
concrete isomorphism:

Alg (F,N ) ∼= Alg (Fn+1,Q).

Proof: Let n be an ordinal, I be a class and N = {(φi, ψi)|i ∈ I} be a class
of natural identities where each (φi, ψi) is a natural Gi-identity of arity ki
smaller then n. Due to Remark 2.2.1,(1), we can substitute some algebraically
equivalent identity (φ′

i, ψ
′
i) of arity n+1 for every identity (φi, ψi) in N . Let

polyn+1N = {(φ′
i, ψ

′
i)p|i ∈ I}, and Q = Pn+1 ∪ polyn+1N .

Due to the previous corollary, we have, for every i,

(A, α) |= (φ′
i, ψ

′
i) ⇔ In+1(A, α) |= {(φ′

i, ψ
′
i)p, hn+1,0, hn,n+1},

hence

(A, α) |= {(φ′
i, ψ

′
i)|i ∈ I} ⇔ In+1(A, α) |=

⋃

i∈I

{(φ′
i, ψ

′
i)p, hn+1,0, hn,n+1} = Q.

Therefore Alg (F,N ) ∼= Alg (Fn+1,Q). �

As a direct consequence we get the following.
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Corollary 2.2.17 Every single-induced variety is a polymeric category.

As we will see in the Chapter 4.2 (Remark 4.2.2), the results 2.2.14 and
2.2.16 are in full correspondence with the well known result on f-algebraic
categories with free algebras which states that such categories are monadic.

2.2.6 Varieties are Algebraic

Let F : C → C be a functor and V = Alg (F,N ) be a variety. Then N =⋃
i∈Ord N

i, where N i is the subclass of N containing the natural identities of
arity smaller then i (this class will be called is the i-th restriction of AlgF ).
Then

V =
⋂

i∈Ord

Alg (F,N i) =
⋂

i∈Ord

Alg (F,N i+1),

hence each Alg (F,N i) is the i-th approximation of V and Alg (F,N i+1)
is, due to the Remark 2.2.1, a single-induced variety. Then from Corollary
2.2.17 we have each Alg (F,N i+1) polymeric.

We will use the following notational system for the expressions of ap-
proximation of V of a given restriction and given term functors in whose
language the restrictions are expressed. The notation follows a general rule:
superscript - the size of restriction
subscript - the arity of the ”language” term functor.

To make the system complete, we write o instead of a blank space such as
Fo = F . Then we have the embedding

Un,m
o : Alg (F,N n) → Alg (F,Nm)

for every n ≥ m. Let Po
j+1 = Pj+1 and, for given m ≤ j + 1, we define

Pm
j+1 = Po

j+1 ∪ polyj+1N
m
j+1 where polyj+1N

m
j+1 is the class of polymeric

identities in category of Fj+1-algebras obtained by procedure described in
Theorem 2.2.16 from the class Nm

j+1 of m-ary natural identities expressed in
terms of j + 1-ary identities as in Remark 2.2.1. Then we have an obvious
embedding Un,m

j+1 : Alg (Fj+1,Pn
j+1) → Alg (Fj+1,Pm

j+1) for n ≥ m, since
clearly Pn

j+1 ⊇ Pm
j+1. Analogously, we define Un,o

o and Un,o
j+1.

Moreover we use the isomorphism Ii+1 from Lemma 2.2.14 to define

Ioj+1,i+1 = I−1
i+1 ◦ Ij+1 : Alg (Fj+1,P

o
j+1) → Alg (Fi+1,P

o
i+1)

for i ≤ j.
We will describe the variety V as a concrete limit of a reversed ordinal

chain of polymeric categories. Clearly, V is the limit of the chain

V //______ Alg (F,N j+1)
U

j+1,i+1
o // Alg (F,N i+1)

U
i+1,o
o // Alg F
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indexed by all ordinals j ≥ i. Due to the Theorem 2.2.16, for each pair if ordi-
nals j ≥ i there is an isomorphism I i+1

j+1,o : Alg (Fj+1,P
i+1
j+1) → Alg (F,N i+1).

Let Imj+1,i+1 = Imj+1,o ◦ (I
m
j+1,o)

−1 for every j ≥ i, i+ 1 ≥ m.

Observation 2.2.18 The above diagram may be extended as follows:

V //_____ Alg (F,N j+1)
U

j+1,i+1
o // Alg (F,N i+1)

U
i+1,o
o // Alg F

Alg (Fi+1,P
i+1
i+1 )

44iiiiiiiiiiiiiiiiiiii
Ii+1
i+1,o

OO

U
i+1,o
i+1 // Alg (Fi+1,Po

i+1)

Ioi+1,o

OO

Alg (Fj+1,P
j+1
j+1 )

44iiiiiiiiiiiiiiiii

I
j+1
j+1,o

OO

U
j+1,i+1
j+1 // Alg (Fj+1,P

i+1
j+1)

Ii+1
j+1,i+1

OO

U
j+1,i+1
j+1 // Alg (Fj+1,Po

j+1)

Ioj+1,i+1

OO

Limit

iso

OO

77nnnnnn

and V is the limit of the reversed ordinal chain S : Ordop → Con C given by

Si = Alg (Fi+1,P
i+1
i+1 ),

Si,j = I i+1
j+1,i+1 ◦ U

j+1,i+1
j+1 .

This property can be rewritten as follows.

Proposition 2.2.19 Every variety is the limit of a concrete reversed ordinal
chain of polymeric varieties.

Since every polymeric variety is algebraic, every variety is a limit of alge-
braic categories. However, we will prove even more.

Lemma 2.2.20 Every variety is the limit of an algebraically concrete re-
versed ordinal chain.

Proof: Consider a variety V = Alg (F,N ) and the diagram S : Ordop →
Con C from Observation 2.2.18; we have V = limS. Due to the Corollary
1.3.20 it suffices to find an ordinal chain D of functorial theories such that
S =−algf ◦ D. We will find it via functorial Reiterman conversion which,
for i ∈ Ord yields the isomorphism

Ri+1 : Alg (Fi+1,P
i+1
i+1 ) → (QFi+1

, TFi+1
)/J i+1

i+1 −alg

with J i+1
i+1 described further on.
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Let i ≤ j, m = i + 1, n = j + 1 and (A, β) be an Fn-algebra satisfying
the polymeric identities in Pn and let α = β ◦ yn,A.

We have

Imn,m(A, β) = Imn,o ◦ (I
n
n,o)

−1(A, β) = Imn,o(A, β ◦ yn,A) = (A, ǫm,(A,α))

As shown in the proof of the Lemma 2.2.14, ǫm,(A,α) = β ◦ wm,n,A, hence

Imn,m(A, β) = (A, β ◦ wm,n,A).

Hence the functor Imn,m is given by the same assignment as Alg wm,n.
Consider the diagram

Alg Fn
Alg wm,n // Alg Fm

Alg (Fn,Pm
n )

U
m,o
n

OO

Imn,m // Alg (Fm,Pm
m ).

U
m,o
m

OO

Let x ∈ {m,n}. The class Pm
x is generated by identities from Px and

by all unary polymeric identities (φ, ψ)p in category of Fx-algebras obtained
from natural identities (φ, ψ) ∈ Nm. This means that Pm

m , Pm
n consist of all

(φ, ψ)p, (wm,n ◦ φ, wm,n ◦ ψ)p, respectively, with (φ, ψ) ∈ Nm
m .

The Reiterman conversion sends the embedding of polymeric categories
Um,o
n : Alg(Fx,Pm

x ) → AlgFx on the enlargement of theories id : (tFx
, IFx

) →
(tFx

,Jm
x ) with Jm

x described bellow. We will use the notation, tx = tFx
,

Ix = IFx
, σx = σFx and the arity of the the polymeric tx-term τ

(2)
X will be

denoted in the superscript such as τ
m,(2)
X .

The class Jm
x is the closure of Ix∪Bx∪Hx. Here, Bx is the set of two kinds

of polymeric equations obtained by Reiterman isomorphism from polymeric
identities in Px (as shown in Corollary 1.3.29) and Hx corresponds to Pm

x .
Hence Hx = {(φX · σxX , ψX · σxX)|X ∈ ObC, (φ, ψ)p ∈ Pm

x } and Bx consists of
identities:

1. (idX , ιx,X · σxX) for every object X in C,

2. (qi,X · σxX , (yx ∗ wi,x)X · τx,(2)X ) for every object X in C.

The functorial counterparts for the theories (tFx
, Ix), (tFx

,Jm
x ) are the

theories (QFx
, TFx

), (QFx
, TFx

)/Jm
x = (QFx

/Jm
x , TFx

/Jm
x ), respectively, where

TFx
/Jm

x is T prolonged into the factorized category.
The functor Algwm,n is algebraically concrete due to Lemma 1.3.31. The

transformation wm,n induces, via functorial Reiterman conversion, the func-
torQwm,n

: QFm
⇒ QFn

such thatAlgwm,n ∼= Qwm,n
−alg. We will show, that
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there is a morphism of theories Wm,n : (QFm
, TFm

)/Jm
m → (QFn

, TFn
)/Jm

n

and a commutative diagram

QFm

Qwm,n //

[ ]Jm
m����

QFm

[ ]Jm
n����

QFm
/Jm

m

Wi,j // QFn
/Jm

n .

Here the surjections are given by enlargements of Reiterman theories. It is
clear that it suffices to prove that the derived mapping Pwm,n

: T (tm) → T (tn)

sends an equation from Jm
m into Jm

n . Here, Pwm,n
is defined by the assignment

σmX 7→ wm,n,X · σnX

as in the proof of Lemma 1.3.31.
Let X be an object in C. In the following, the equations in Jm

n will be
denoted by ∼. Given a polymeric identity (φ, ψ)p ∈ Pm

m , then Pwm,n
maps

(φX · σmX , ψX · σmX ) on (φX · wm,n,X · σmX , ψX · wm,n,X · σmX ). But

φX · wm,n,X · σmX ∼ (wm,n ◦ φ)X · σmX
∼ (wm,n ◦ φ)X · σnX
∼ ψX · wm,n,X · σmX

hence (φX · wm,n,X · σmX , ψX · wm,n,X · σmX ) ∈ Jm
n . Moreover, Pwm,n

sends the

X-instance of the identity (1) on γ = (idX , ιm,X · wm,n,X · σnX). We have:

idX ∼ ιn,X · σnX ∼ (wm,n,X ◦ ιm,X) · σ
n
X ∼ ιm,X · wm,n,X · σnX ,

hence γ ∈ Jn. Recall from the Definition 1.3.13 that τ
m,(2)
X = σmFmX

· σmX ,
hence the X-instance of identity (2) is mapped on δ = (qi,X · wm,n,X ·

σnX , (ym ∗ wi,m)X · wm,n,FmX · σnFmX
· wm,n,X · σnX). Then we have

qi,X · wm,n,X · σnX ∼ Fwi,j,X · qj,X · σnX
∼ Fwi,j,X · (yn ∗ wj,n)X · σnFnX

· σnX
∼ (yn ∗ wj,n ◦ Fwi,j)X · σnFnX

· σnX

and due to properties of Godement product - see Remark B.0.3 - we have

(yn ∗ wj,n) ◦ Fwi,j = yn ∗ (wj,n ◦ wi,j)
= (wm,n ◦ ym) ∗ (wm,n ◦ wi,m)
= (wm,n ∗ wm,n) ◦ (ym ∗ wi,m)
= Fnwm,n ◦ wm,nFm ◦ (ym ∗ wi,m)
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hence

(yn ∗ wj,n ◦ Fwi,j)X · σnFnX
· σnX ∼ (ym ∗ wi,m)X · wm,n,Fm,X · Fnwm,n,X · σnFnX

· σnX
∼ (ym ∗ wi,m)X · wm,n,Fm,X · σnFmX

· wm,n,X · σnX

therefore δ ∈ Jn, hence Pwm,n
preserves identities and Wi,j : Qm → Qn is the

corresponding factorization of Qwm,n
.

Finally, since Pn
n ⊇ Pm

n , the functor Un,m
n : Alg (Fn,Pn

n ) → Alg (Fn,Pm
n )

induces an enlargement of equational theories id : (tFn
,Jm

Fn
) → (tFn

,J n
Fn
).

This, converted to functorial theories, clearly yields a morphism

Zi,j : (QFm
, TFm

)/Jm
n → (QFn

, TFn
)/J n

n

of theories such that Zi,j−alg = Un,m
n .

Hence, we have found a collection of morphisms

Di,j = R−1
i+1 ◦ Zi,j ◦Wi,j ◦Rj+1 : Alg (Fj+1,P

j+1
j+1 ) → Alg (Fi+1,P

i+1
i+1 )

such that Di,j −alg = Si,j for every i ≤ j ∈ Ord. Thus, the diagram
S =−algf ◦D is algebraically concrete. �

As a consequence, we get the final theorem which connects two categorical
approaches to variety-like classes.

Theorem 2.2.21 Every variety is an algebraic category.

Proof: Due to the previous lemma, for every variety V there is an ordinal
chain D of functorial theories, such that V is the limit of Di−alg. But, due
to the Metacategorical remark 1.3.8, the colimit K of Di exists. And since
the contravariant functor −algf turns colimits into limits (Lemma 1.3.13),
K−alg is the limit of Di−alg, hence

V ∼=C K−alg.

�
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Examples

3.1 Algebras and Coalgebras

Many examples of algebras and coalgebras can be found in [7], [9] and [11].
As representatives we show the following:

Example 3.1.1 Let C = Set, Σ = {×, ⋆} be single-sorted signature with
ar(×) = 2, ar(⋆) = 0.

• The Σ-algebras are groupoids with a fixed point, i.e., the sets equipped
with the binary operation (the realization of ×) and with one chosen
element (the realization of ⋆).

• The Σ-coalgebras are the dynamic systems with two inputs and a set of
final states, i.e., the sets equipped with a transition function assigning,
to every element, a pair of other elements - the transition along both
inputs (the ”corealization” of ×) or nothing - final state (the ”coreal-
ization” of ⋆).

Example 3.1.2 Let P be a powerset functor.

• A P-algebra is a sets A equipped with function PA→ A. The category
Alg P contains the category of all join-complete semilattices as the
subcategory (Example 3.2.3).

• The P-coalgebras can be seen as directed graphs (the coalgebra function
f : A→ PA yields the binary relation EDGE given by

(a, b) ∈ EDGE ⇔ a ∈ f(b).

However the P-coalgebra morphisms are the graph homomorphisms re-
flecting the incidence of edges, i.e., the image of an edge e is incident

53



CHAPTER 3. EXAMPLES 54

with an edge d iff d itself is an image of some edge d′ incident with the
edge e.

Here we show less standard examples of algebras and coalgebras.

Example 3.1.3 Given a functor F : C → C, then there is an endofunctor
Falg on Alg F given by the assignment (A, α) 7→ (FA, Fα). Then the cate-
gories AlgAlg FFalg and CoalgAlg FFalg consist of all triples (A, α, β) making
the following squares commute:

Alg Coalg

F 2A

Fβ

��

Fα // FA

β

��

FA

Fβ

��

α // A

β

��
FA

α // A F 2A
Fα // FA,

i.e., satisfying equations α ◦ Fβ = β ◦ Fα and Fα ◦ Fβ = β ◦ α, respec-
tively. Let us note, that here α always stands for the structure arrow of
the underlying algebra. Dually, we may consider an endofunctor Fcoalg on
CoalgF given by the notationally same assignment as Falg. Then the cat-
egories AlgCoalgFFcoalg and CoalgCoalgFFcoalg are, in sense of the previous
discussion, given by the equations α ◦β = Fβ ◦Fα and Fα ◦β = Fβ ◦α, re-
spectively, where β stands for the structure arrow of the underlying coalgebra.
Namely, if F = IdC, in all four cases we get the pairs (α, β) of endomorphisms
on some base object A satisfying α ◦ β = β ◦ α.

Example 3.1.4 Let C = Fld be category of fields. Then Alg CId, and
Alg CId ×C Alg CId are categories of fields with an endomorphism, a pair
of endomorphisms, respectively. Since Fld does not have colimits, the latter
l-algebraic category is neither a variety nor a polymeric variety over Fld.

If P is a field and F = CP is the corresponding constant functor, then
Alg CF is the category of extensions of P .

3.2 Varieties and Covarieties

As shown in [9], every variety of algebras in classical sense is equational class.
Hence, due to the Conversion theorem, it is a naturally induced class. An
explicit correspondence is shown in the following.
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3.2.1 Classical Varieties as Naturally Induced Classes

Let C = Set, Σ be a single-sorted signature with arity function ar : Σ → Ord.
Let F =

∐
σ∈Σ hom(ar(σ),−) and uσ : hom(ar(σ),−) → F be the canonical

inclusion for every σ ∈ Σ. Then, as discussed in Remark 1.1.3, the category
of Σ-algebras is isomorphic to Alg F . For each Σ-term τ , let Xτ be the
set of variables occurring in τ and let d(τ) be the depth of τ (supremum of
ordinals corresponding to the chains of the proper subterms of τ ordered by
the subterm-relation).

We define a d(τ)-aryGτ -term φτ where Gτ = hom(Xτ ,−) for a given term
τ . The transformation φτ is defined inductively: if τ is a variable x, then
φτ : hom({x},−) → F0 is an obvious isomorphism. If τ = σ(ρi; i ∈ ar(σ))
and we have φρi : hom(ar(ρi),−) → Fd(ρi) for each i ∈ ar(σ), we can extend
all transformations φρi to φ

′
i : hom(ar(ρi),−) → Fn where n = sup{d(ρi)|i ∈

ar(σ)}. We define φτ in the following way. Since Xρi ⊆ Xτ for every i, we
have pi : hom(Xτ ,−) → hom(Xρi,−), hence the factorization over the limit
cone yields a unique r : hom(Xτ ,−) →

∏
i∈ar(σ) hom(Xρi ,−). We define φτ

as the following composition:

hom(Xτ ,−)

φτ

��

r //

∏

i∈ar(σ)

hom(Xρi,−)
∏
φ′i //

∏

i∈ar(σ)

Fn

iso

Fn+1 FFn
qnoo hom(ar(σ),−) ◦ Fn

uσFnoo

Observe that n + 1 = d(τ).
To each Σ-term, we have assigned a natural term. Now, to an identity

(τ1, τ2) consisting of two Σ-terms with variables in X , we assign a pair of
corresponding natural hom(X,−)-terms. It is easy to see, that we get an
identity which induces exactly the variety given by (τ1, τ2). Monoids, for
example, are objects of Alg ((hom(2,−) + hom(0,−), {i, j, k}), where i is a
binary identity with domain hom(3,−) and stands for associativity while j, k
are unary with domain Id and correspond to left and right neutrality of 1.

A polymeric term inAlgΣ for a signature Σ corresponds to a Σ-tree given
by the following restriction: all the branches having the variables in leaves
have the same length and the others (i.e. the branches with constant symbols
in leaves) are not longer. Hence commutative groupoids form a polymeric
variety while semigroups do not.
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3.2.2 Other Examples

The concept above may be used to define naturally induced classes of algebras
even on some illegitimate categories. The following example reformulates the
well-known property that each monad on a category A is defined as a monoid
in the strict monoidal category EndA (see [24]).

Example 3.2.1 Let C = EndA be the metacategory of endofunctors on
some cocomplete category A. The composability of objects of C yields, for
every k ∈ ω, the existence of the composition power functor Sk : C → C
given by composition on functors and by Godement product on natural trans-
formations (see Definition B.0.2). We can define analogies for universal
algebras - all we need to do is to substitute composition of functors for the
products of sets and Sk for each hom(k,−) in the description above. As ana-
logy of monoids, we get the category Monad A of monads on A. Namely,
MonadA = Alg ((S2 + S0), {i, j, k}), where domains of identities i, j, k are
S3, S1, S1, respectively. Each operation π : (S2 + S0)(P ) → P decomposes
into µ : S2(P ) = PP → P and η : S0 = Id → P and the satisfaction of
identities fully corresponds to usual condition claimed on µ and η.

Another example is quite general, frequently used by G. M. Kelly in [20].

Example 3.2.2 Let F : C → C be pointed functor, i.e., a functor equipped
with a natural transformation t : Id → F . Then (A, α) is a pointed F -algebra
iff α ◦ tA = idA, i.e.

(A, α) |= (id, t)p.

Theorem 3.6 in [9] describes the equational presentation of category of
algebras for a monad. The Lemma 1.2.11 shows their presentation by poly-
meric identities. Here we depict its instance for powerset monad.

Example 3.2.3 Consider the power-set monad on Set defined by power-set
functor P and transformations η : IdSet → P, µ : P2 → P given by assign-
ments ηX(x) = {x}, µX({Xi|i ∈ I}) =

⋃
i∈I Xi. As a concrete instance of the

Eilenberg-Moore category for power-set monad (P, η, µ) we get the category of
join-complete semilattices JCSlat. Hence, due to Lemma 1.2.11, this class
is presentable by a pair of polymeric identities - compare with presentation
by a proper class of equation arrows (see [9], Example 3.3 - we need equation
arrows eX : F3X → EX for every set X).

Example 3.2.4 Given a functor F : C → C, then there is a natural trans-
formation h : Falg → IdAlg F given by h(A,α) = α. Moreover if C has
(Epi,Mono)-factorizations, then there is an Alg F -endofunctor

Imalg : (A, α) 7→ (Im(α), αEpi ◦ FαMono)
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(determined uniquely up to isomorphism) and a natural transformation

d : Imalg → IdAlg F

with d(A,α) = αMono.
The class of F -algebras with the structure arrow being an isomorphism

(respectively epimorphism) forms a polymeric covariety in CoalgFalg (resp.
in CoalgImalg) induced by (id, h)p (resp. (id, d)p). Since covarieties are
classes which tend be coreflective, this coheres the result of J. Lambek from
[23], which proves reflectivity of dually defined class of coalgebras (the cate-
gory of fixpoints).



Part II

Universality and Freeness
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Chapter 4

Free Algebras

Free algebras play an important role in universal algebra. They enable us to
study the properties of a family of algebras within a single algebra. On the
other hand, in the theory of coalgebras one often asks for the existence of
terminal (final) coalgebras, which are mathematical counterparts for univer-
sal automata in computer science. Both of these notions have a property in
common: they are ”best” in some sense - either universal or couniversal with
respect to some properties, which are easily expressible for every concrete
category. These objects are the matter of study for this part of the thesis.
We will focus only on the free objects and the corresponding results for cofree
objects follow from duality.

Our aim for this chapter is to prove the theorem, which states the suffi-
cient condition for a variety having the free objects. It will be done in Section
4.2.3. Before that, we need to recall the useful facts. They include some well
known results on free monads (4.1.1), Eilenberg-Moore categories (4.1.2),
very important Kelly’s theorem (4.1.3) and free-algebra chain construction
(4.2). Most of the facts are taken from [24], [7] and [20].

4.1 Freeness and Monadicity

4.1.1 Adjunction: Free ⊣ Forgetful

Definition 4.1.1 The endofunctor F on category C is called a varietor if
the free F -algebra exists over every object of C.

Let F be a varietor on a category C. Then by Remark B.1.8 the forgetful
functor U = UAlg F : Alg F → C has a left adjoint W : C → Alg F . Let
V = U ◦W , then it is easy to see that there exists a natural transformation
υ : F ◦ V → V such that WA = (V A, υA). The adjunction W ⊣ U has
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the unit η, where each universal arrow ηA : A → V A can be considered
an ”insertion of generators”. The counit ǫ : UW → IdAlg F is given by

ǫ(A,α) = ĩdA : UW (A, α) → (A, α). Since every adjoint situation induces a
monad, we have a monad M = (V, η, µ), where µA = UǫV A,υA.

We recall two important properties. Although they are not crucial for
the following results of this thesis, we present them to enable deeper under-
standing of the relation of the freeness on the level of algebras and on the
level of monads. The proof of the following well known fact can be found e.g.
in [7], Theorem 20.56. Let Z : MonadC → EndC be the forgetful functor.

Proposition 4.1.1 (Free monad property) The monadMF = (UAlg FW, η, µ)
induced by adjunctionW ⊣ UAlg F is the free monad over the functor F in the
metacategory of monads. Namely, the monad MF has a Z-universal arrow
y : F → ZMF for the functor F such that

y = υ ◦ Fη, (4.1)

where υ : FUAlg FW → UAlg FW is the structure arrow of the free algebra.

It means that for each monad M ′ = (M, i, h) and a transformation ρ : F →
M there is a unique monad transformation ρ :MF → M ′ such that ρ◦y = ρ.
One can derive another auxiliary equality:

υ = µ ◦ yV. (4.2)

More detailed approach to the theory of monads can be found in [7], [15] and
[20].

Now we use another varietor G and work with its algebras. The corre-
sponding entities for each of the functors F , G will be distinguished by the
notation in the subscript (for the functors) and superscript (for the transfor-
mations). The discussion above has the following consequences.

Proposition 4.1.2 (Extension property) Let there be a transformation ρ :
G → VF . Then there is a transformation σ : VG → VF , subject to the
conditions:

1. σ = ρ is given by the freeness of MF as the unique monad transforma-
tion MG →MF corresponding to ρ : G→ VF ; thus

σ ◦ yG = ρ.

2. given a C-object A, σA = η̃FA is given by the adjunction WG ⊣ UG
as the unique G-algebra morphism WG(A) → P (A) corresponding to
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ηFA : A→ VFA = UGP (A), where P : C → AlgG is a functor assigning,
to an object A, a G-algebra (VFA, βA) and βA = (µF ◦ ρVF )A; hence

σ ◦ ηG = ηF .

3. σ = UGǫ
GP ◦ VGηF .

Proof: Since VF = Z(MF ) then the Z-universal arrow yG yields the exis-
tence of a monad transformation σ = ρ : MG → MF such that ρ ◦ yG = ρ.
Consider the transformation β = µF ◦ ρVF : GVF → VF and the functor
P = (VF , β) : C → Alg G from the lemma. Due to (4.2) and ρ being a
monad transformation, we have the following commutative diagram

GVG
Gρ //

yGVG

!!D
DD

DD
DD

D

υG

��

GVF

β

��

yGVF

{{www
ww

ww
ww

ρVF

��



























V 2
G

VGρ //

ρ∗ρ ""D
DD

DD
DD

DD

µG

����
��
��
��
��
��
��
��

VGVF
ρVF

��
V 2
F

µF

##G
GGGGGGGG

VG
ρ // VF

where ∗ is the Godement product (see Appendix A). The diagram yields, for
each C-object A, a G-algebra morphism ρA : (VG, υ

G
A) → (VFA, βA). Since ρ

is a monad transformation, it satisfies ρ ◦ ηG = ηF . From the uniqueness of

factorization we have ρA = η̃FA for each A. Therefore σ satisfies the first two

properties. Since it can be seen as UGη̃F and since we have the adjunction
WG ⊣ U , it follows that σ = UGǫ

GP ◦ UGWGη
F = UGǫ

GP ◦ VGηF . �

4.1.2 Eilenberg-Moore Category

We recall some facts on free algebras for a monad. Most of the results and
their proofs can be found in [7].

Given a monadM = (M, η, µ), then the Eilenberg-Moore categoryM−alg
has free objects. The corresponding free functorWM−alg assigns, to an object
A, the algebra (MA,µA). It is indeed an object in M−alg and it is easy
to prove, that this functor is left adjoint to UM−alg. Then, it yields the
adjunction WM−alg ⊣ UM−alg with the associated monad equal to M . Since
the adjunction yields a codensity monad (Proposition B.2.10), the forgetful
functor UM−alg has codensity monad - it is M itself.

The following theorem characterizes all monadic categories:
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Theorem 4.1.3 (Beck’s theorem)
Let A be a concrete category. Then

A is monadic ⇔ A is a Beck category with free objects.

Remark 4.1.4 Given a concrete category (A, UA) with free objects, consider
the adjunction (η, ǫ) : WA ⊣ UA : A → C with the associated monad M =
(M, η, µ) and the Eilenberg-Moore category (M−alg, UM−alg) with the free
functor WM−alg. Then there is a unique comparison functor I : A →M−alg

satisfying:

• I is concrete, i.e., UM−alg ◦ I = UA

• I preserves freeness, i.e., I ◦WA = WM−alg

The functor I assigns, to an A-object α, the M-algebra (UA(α), ǫα).

The following fact will be useful:

Proposition 4.1.5 The comparison functor for a monadic category is an
isomorphism.

4.1.3 Kelly’s Theorem

In the paper [20], chapter VIII., G. M. Kelly asked about the existence of
algebraic colimit of the diagram of monads as defined in 1.2.2. It came out to
be equivalent to existence of the free objects in the categoryD−alg of algebras
for a diagram D of monads. He proved the existence in his Theorem 27.1
in [20] under the general assumptions of existence of suitable factorization
systems and some smallness requirements for the monads. Using the trivial
factorization system (Iso,Mor) and preservation of colimits of λ-chains, we
get this theorem in the following form:

Theorem 4.1.6 (Kelly’s theorem) Let the underlying functor of each D(x)
preserve the colimits of λ-chains. Then D−alg has free objects.

This statement will be crucial for the existence of free algebras in a variety
- see Section 4.2.3.
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4.2 Free Algebras via Chain Construction

We recall here more of the results obtained from the free-algebra construction.
Namely, we show the description of the free algebra as was done in [5] but
we use it also in relation to varieties. It enables us to convert the problem
of free algebras in a variety to the problem of free algebras for a diagram
of monads which was solved out by Kelly in [20]. This is how we reach one
of the main results of the thesis (Theorem 4.2.5). Author is grateful to his
supervisor Jǐŕı Rosický for his advise to connect the matter of varieties with
concept of Kelly.

4.2.1 Free Algebras in an F-algebraic Category

This section summarizes some results from [5], [9] and [8].

Definition 4.2.1 Let λ be an infinite limit ordinal. Given a category C, a
diagram λ→ C will be called λ-chain.

We will work with C-endofunctors preserving the colimits of λ-chains where λ
is an infinite limit ordinal; let the class containing these functors be denoted
by EndλC. Since the colimits commute with colimits we get the following
property (see also [20], 2.4.).

Proposition 4.2.1 The class EndλC is closed under colimits and composi-
tions.

Let F preserve the colimits of λ-chains. Recall the free-algebra chain
construction:

A w0,1,A

ιA+FA // A+ FA w1,2,A

idA+Fw0,1,A // A+ F (A+ FA) q2,3,A

idA+Fq1,2,A // . . .

As proved in [5], this situation yields that F is a varietor. We will explain
briefly how the construction works. Since F preserves the colimits of λ-
chains, FFλ is a colimit of chain {FFn|n < λ}. Hence one can see that wλ,λ+1

is an isomorphism. In such a case we say that the free F -algebra construction
stops after λ steps and the functor F is called constructive varietor. Let
υ = colim

n<λ
qn. Given an object A in C, we get the free F -algebra over A in

the form
WFA = (FλA, υA).

The property of being constructive varietor is generally stronger then of being
just a varietor - see [10] for the counterexample.

Dually, we get the construction of cofree coalgebra. If it stops, i.e., some
of the connecting morphisms is an isomorphism, then cofree coalgebra exists.
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Proposition 4.2.2 For every λ-accessible set functor both free-algebra and
cofree-coalgebra constructions stop.

Proof: The situation for algebras is discussed above. For the coalgebras we
need the theorem of J. Worrell [39] which proves that if F ∈ EndλC, then
the chain stops after λ + λ steps. �

Corollary 4.2.3 For every signature Σ on the base category Set, the cate-
gories Alg Σ and CoalgΣ have free, cofree, respectively, objects over every
object.

4.2.2 Comparison Functors for F-algebraic Categories

Out of the main line of research, we show an alternative description of f-
algebraic categories and Eilenberg-Moore categories for a free monad.

Let F ∈ EndκC for some infinite limit ordinal κ and let λ = κ + 1.
The adjunction given by the freeness on Alg F yields the free monad MF =
(VF , η, µ) over F . But since the free algebra WF (A) over an object A is
in the form (FκA, υA) and Fκ ∼= Fλ we may assume VF = Fλ. The unit
of the adjunction is clearly η = ιλ, while one can see that the counit is
given by the evaluation of terms on the level of λ, i.e., µ = ǫλ,(Fλ,qλ). Then
Alg F ∼= MF −alg and that is, due to Lemma 1.2.11, a polymeric variety
induced by polymeric identities hλ,0 = (ιλ, idId)p and h′λ = (ǫλ,(Fλ,qλ), idF 2

λ
)p.

The Lemma 2.2.14 yields the isomorphism Iλ : AlgF ∼= Alg(Fλ, {hλ,0, hκ,λ}),
where hκ,λ can be written as the polymeric identity (qλ, yλFλ)p, because wκ,λ
is an isomorphism. The assignment (A, α) 7→ (A, ǫ(A,α)) defines both the
functor Iλ and the comparison functor I and since they are isomorphisms
(Lemma 2.2.14 and Proposition 4.1.5), the polymeric presentations of AlgF
in Alg Fλ are equal:

Alg F ∼=C Alg (Fλ, {hλ,0, hκ,λ}) = Alg (Fλ, {hλ,0h
′
λ}).

Hence, Iλ = I and the isomorphisms In+1 : AlgF → Alg(Fn+1, {hλ,0, hn,n+1})
for n < λ are sort of ”lower instances” of the comparison functor.

It also implies the algebraic equivalence of {hλ,0, hκ,λ} and {hλ,0, h′λ}.
However, since qλ = ǫλ,(Fλ,qλ) ◦ yλFλ, the former is satisfied by an Fλ-algebra
(A, α) iff the following conditions hold:

α ◦ ηA = IdA, (4.3)

α ◦ Fλα ◦ (yλFλ)A = α ◦ µA ◦ (yλFλ)A . (4.4)

We compare them with Eilenberg-Moore identities {hλ,0, h′λ} and since h′λ
can be rewritten as α◦Fλα = α◦µA, clearly h′λ ⇒ hκ,λ but the converse does
not hold generally. However, their conjunctions with hλ,0 are equivalent.
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4.2.3 Free Algebras in a Variety

Our aim is to find the free algebras in varieties. To prove the existence
theorem, we will need the restriction on the following cases.

Definition 4.2.2 Let G be an endofunctor on C. The natural G-identity is
called accessible if G preserves the colimits of λ-chains for some infinite limit
ordinal λ.

Connection to the Concept of Kelly

We will use Kelly’s theorem 4.1.6 to prove that, in a variety induced by
accessible identities, the free objects exist. Let F be a functor in EndκC for
some infinite limit ordinal κ and consider the variety of F -algebras induced
by a set of accessible natural identities. Since the free F -algebra construction
stops after κ steps, we may consider arity of each natural term to be less or
equal to κ. Then, due to the Remark 2.2.1, a single identity (φ, ψ) can be
substituted for the whole set of natural identities. Its domain, denoted by
G, is the coproduct of domains of single identities, hence, due to 4.2.1, it
preserves colimits of ν-chains for some limit ordinal ν large enough. Let
λ = max{κ, ν}, then F,G ∈ EndλC. Hence the arity of (φ, ψ) can be set to
λ.

Lemma 4.2.4 For the λ-ary G-identity (φ, ψ) there exists a diagram D of
monads such that:

Alg (F, (φ, ψ)) ∼=C D−alg.

Proof: Since both F and G are varietors, both comparison functors IF :
AlgF →MF−alg and IG : AlgG→MG−alg are isomorphisms. Using the
diagram from the Lemma 2.2.7 we may get Alg (F, (φ, ψ)) as an equalizer of

MF−alg
I−1
F // Alg F

En // Alg Fn
Alg φ //

Alg ψ
// AlgG

IG //MG−alg.

Since every concrete functor between monadic categories is an−alg-image of a
monad transformation (see Lemma 1.1.8), we have Alg(F, (φ, ψ)) isomorphic
to the limit of−alg ◦D for a suitable diagram D of monads.

�

Now we can use Kelly’s theorem to conclude our investigation:

Theorem 4.2.5 Let F preserve the colimits of λ-chains for some limit or-
dinal λ. Then the free algebra exists in every variety induced by a set of
accessible identities.
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To express the consequence for the varieties presented by equation arrows,
recall the notion of presentability of an object (see [12]):

Definition 4.2.3 Let λ be a regular cardinal. An object A of a category is
called λ-presentable provided that its hom-functor hom(A,−) preserves λ-
directed colimits. An object is called presentable if it is λ-presentable for
some λ.

Theorem 4.2.6 Let F preserve the colimits of λ-chains for some limit or-
dinal λ. Then the free algebra exists in every variety induced by a set of
equation arrows with presentable variable-objects.

Proof: As stated in Remark 2.2.3, an equation arrow e : FnX → E converts
to a natural identity with the domain GQ,X = (−•Q) ◦ hom(X,−) for some
Q ∈ ObC. If the variable-object X is presentable, hom(X,−) preserves κ-
directed colimits for some κ and, since (− • Q) is left adjoint, G preserves
κ-directed colimits, too. Therefore the colimits of κ-chains are preserved and
due to Theorem 4.2.5 the corresponding variety has free objects. The rest is
obvious. �



Chapter 5

Universality and Codensity

Monads

In order to solve some problems involving categories of algebras (coalgebras)
on category C such as existence of free (cofree) objects, it might be useful
to know their properties on the level of objects of metacategory Con C.
Their status can be expressed in terms of properties of contravariant functor
Alg for algebras and functor Coalg for coalgebras. Since both concepts
are mutually dual, it suffices to study only one of them. Namely we focus
on the property of categories having universal arrows for these functors. To
simplify the proofs, we express the concept of universality in the language of
Kan extensions and codensity monads. The main results characterize free-
objects existence in l-algebraic categories and all Beck categories and provide
an alternative characterization of monadic categories.

The author acknowledges the advises from H. E. Porst, J. Rosický and
J. Velebil concerning the connection of universality and the concept of Kan
extensions.

All the topic in this chapter deals with the category C, generally without
any additional assumptions.

5.1 Universality and Kan Extensions

Remark 5.1.1 Let F be an endofunctor on C , UF : Alg F → C be the
forgetful functor and A be a category. Then each functor H : A → Alg F
can be seen as H = (K, κ) where K = UF ◦ H : A → C and κ : FK → K
is a natural transformation such that HA = (KA, κA) for every object A in
A. Moreover, if (A, UA) is a C-concrete category and H is concrete, then
K = UA. This property can be easily expressed in terms of isomorphism
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between two (illegitimate) contravariant functors

homCon C(A,−) ◦Alg ∼= homEndC(−, UA) ◦ homCAT(UA, C), (5.1)

where homCAT(UA, C) is given by the assignment F 7→ F ◦UA (see Metacat-
egorical remark B.2.1).

Recall the concept of universal arrows (see Appendix B). We will apply it on
the contravariant functor Alg between the metacategories EndC → Con C
as follows (see Remark B.1.2):
Given a C-concrete category A, a C-endofunctor F with a concrete functor
H : A → AlgF , then (F,H) is an Alg -universal arrow for A iff for every C-
endofunctor G with a concrete functor J : A → AlgG there exists a unique
transformation J̃ : G→ F such that J = Alg J̃ ◦H .

Our aim is to find a relation between the existence of an Alg -universal
arrow and the existence of free objects.

Since the functor Alg is contravariant, we may use the property (B.6)
from the Remark B.1.2 to express the existence of an Alg -universal arrow
for A with the base object (which is a functor, in fact) F by

homCon C(A,−) ◦Alg ∼= homEndC(−, F ). (5.2)

The following observation is due to J. Rosický:

Lemma 5.1.2 Let A be a concrete category. Then

A has an Alg -universal arrow ⇔ A has a codensity monad.

Proof: Since the existence of a codensity monad is just a different way of
saying that RanUU exists, we need to show that Alg -universal arrow exists
for A iff RanUU does. But the natural isomorphisms (5.1) and (5.2) together
with (B.7) yield exactly what we need: a functor F is a base of an Alg -
universal arrow for A iff F = RanUU since

hom(−, F )
(5.2)
∼= homCon C(A,−) ◦Alg

(5.1)
∼=

(5.1)
∼= homEndC(−, UA) ◦ homCAT(UA, C)

(B.7)
∼= hom(−, F )

�

This fact enables us to investigate the universality in terms of Kan ex-
tensions and codensity monads. In the following sections, we will use this
language to characterize the free-objects existence for two significant families
of concrete categories.

Remark 5.1.3 By duality, the Coalg-universality is equivalent to the exis-
tence of a density comonad.
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5.2 Beck Categories with Codensity Monad

5.2.1 Categories with Pointwise Codensity Monad

Lemma 5.2.1 Let U : A → C be a functor which creates all limits and has
a pointwise codensity monad. Then U has a left adjoint.

Proof: Let (M, η) be the pointwise codensity monad for U . Then, for every
A ∈ C, MA = lim(U ◦ QA) where Q is the projection functor A ↓ U → A.
Since U creates the limits, there exists an object L(A) = limQA in A such
that lim(U ◦ QA) = U ◦ limQA (see Appendix B.2). Moreover, the whole
limit cone can be lifted to A, i.e., for every morphism f : A → UB there is
a unique morphism f̃ : L(A) → B such that Uf̃ is 〈f〉, i.e., the f -labeled

component of the limit cone for U ◦QA. This implies the equality f = Uf̃ ◦ηA
for every f . Hence ηA : A → MA = UL(A) is the U -universal arrow for A.
Therefore the assignment A 7→ L(A) can be extended to a functor L : C → A,
which is left adjoint to U . �

As a direct consequence we have the following.

Corollary 5.2.2 Every Beck category with a pointwise codensity monad is
monadic.

This, in fact, implies a stronger version of Beck’s theorem:

Theorem 5.2.3 Let A be a concrete category. Then

A is monadic ⇔ A is a Beck category with a pointwise codensity monad.

5.2.2 L-algebraic Categories with Codensity Monad

In the text bellow we show a seemingly weaker result, that every l-algebraic
category with a codensity monad has free objects. However, this framework
is independent of pointwiseness of a given codensity monad and cannot be
derived from the above theorem, as shown at the end of this chapter.

Lemma 5.2.4 Let (A, U) be a C-concrete category with the right Kan ex-
tension of U along itself. Then for every C-endofunctor F and a concrete
functor J : A → Alg F there exists RanUJ = (V, e). This Kan extension is
preserved by

1. the forgetful functor UF : Alg F → C,

2. every concrete functor T : Alg F → AlgG (for every G : C → C).
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Proof: Let J : A → AlgF be a concrete functor and RanUU = (M, ǫ). Due
to the Remark 5.1.1, J = (U, ι) for some natural transformation ι : FU → U .
Then ǫ : MU → U yields the natural transformation ι ◦ Fǫ : FMU → U .
Hence there is a transformation υ : FM →M such that the diagram

MU
ǫ // U

FMU

υU

OO

Fǫ // FU

ι

OO

commutes. We have gained a functor V = (M, υ) : C → AlgF . The diagram
above implies that the transformation ǫ can be extended to a transformation
ζ : V U → J such that UF ζ = ǫ.

Let G be another C-endofunctor and let UG : AlgG→ C be the forgetful
functor. Let T = (UF , τ) : Alg F → Alg G be a concrete functor. We will
show, that (TV, T ζ) is the right Kan extension of TJ = (U, τJ) along U .

Consider a functor K = (UGK, κ) : C → Alg G and a transformation
λ : KU → TJ . Then UGλ : UGKU → U is a natural transformation, hence
there is ρ : UGK →M such that UGλ = ǫ◦ρU . Since λ is the transformation
(UGKU, κU) → (UGTJ, τJ), we have UGλ ◦ κU = τJ ◦ GUGλ. The functor
T turns the diagram above into:

MU
ǫ // U

GMU
Gǫ //

τV U

OO

GU,

τJ

OO

hence τJ ◦ Gǫ = ǫ ◦ τV U . We prove that ρ underlies a transformation
K → TV .

ǫ ◦ ρU ◦ κU = UGλ ◦ κU
= τJ ◦GUGλ
= τJ ◦Gǫ ◦GρU
= ǫ ◦ τV U ◦GρU.

Now from (M, ǫ) being the right Kan extension of U along U , the uniqueness
of factorization of a transformation GUGKU → U over ǫ yields ρ ◦ κ =
υ◦FρU . Hence there is a transformation γ : K → TV such that Tζ ◦γU = λ
and (TV, T ζ) is the right Kan extension of TJ along U .

Since the procedure holds for every G and T , by choice of G = F and
T = IdAlg F we get (V, ζ) = RanUJ . For every other choice of G, T we have
TRanUJ = T (V, ζ) = (TV, T ζ) = RanU(TJ), hence T preserves RanUJ .

Moreover UFRanUJ = UF (V, ζ) = (UFV, UF ζ) = (M, ǫ) = RanUU , hence
even UF preserves RanUJ . �



CHAPTER 5. UNIVERSALITY AND CODENSITY MONADS 71

Lemma 5.2.5 Let (A, U) be the limit of a diagram D : D → Con C, where
Dd is an f-algebraic category for each object d of D. If the codensity monad
for U exists, then RanU IdA exists and is preserved by each component of the
limit cone Ld : A → Dd (d ∈ ObD).

Proof: If RanUU exists, then, for every D-morphism φ : d → d′, the functor
Dφ : Dd → Dd′ is concrete between f-algebraic categories, thus, due to
Lemma 5.2.4, RanULd and RanULd′ exist and RanULd′ = D(φ)RanULd. Let
RanULd = (Vd, ζd) for every d ∈ ObD. Then the functors Vd : C → Dd form
a cone for D, hence there is a unique H : C → A such that Vd = Ld ◦H for
every d. Now each transformation ζd : VdU → Ld has the domain LdHU .
We will find a morphism γ in A such that Ld(γ) = ζd for each d.

Since Dφ(ζd) = ζd′ for every D-morphism φ : d → d′, we have a D-
compatible cone Kd : 2 → Dd given by Kd(ι) = ζd. Then there is a unique
T : 2 → A such that Ld◦T = Kd. Therefore, we may set γ = T ι : HU → IdC

and the property is satisfied. The universal property of each ζd and the
unique lifting property yields the universal property of γ and (H, γ) becomes
RanU IdA and LdRanU IdA = RanULd. �

Lemma 5.2.6 The forgetful functor U of an l-algebraic category in Con C
with codensity monad creates the right Kan extension of identity along U .

Proof: If (A, U) is a limit of an empty diagram, then it is the terminal
object of Con C, hence (A, U) ∼= (C, IdC) and the situation is trivial.

Suppose (A, U) is a limit of a nonempty diagram and RanUU exists. The
limit cone is formed by f-algebraic categories (Bd, Ud) and concrete functors
Ld : A → Bd. Then according to the previous lemma, RanUId exists and
each functor Ld preserves it. Moreover, due to Lemma 5.2.4 each Ud and the
limit cone Ld preserves RanULd, hence their composition, which is equal to

U , preserves RanUId. Indeed, URanU Id = UdLdRanU Id
5.2.5
= UdRanULd

5.2.4
=

RanUUdLd = RanUU . �

As a direct consequence of this lemma and Proposition B.2.6 we get the
main result:

Theorem 5.2.7 Let A be an l-algebraic category. Then

A has a codensity monad ⇔ A has free objects.

Since every monadic category is an l-algebraic category (see Lemma 1.2.11),
we get an alternative characterization of monadic categories:

Theorem 5.2.8 Let A be a concrete category. Then

A is monadic ⇔ A is an l-algebraic category with a codensity monad.
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The statement cannot be extended to all Beck categories unless the codensity
monad is pointwise, as shown in the following example.

Example 5.2.1 Consider the category C = 2+2 consisting of objects 0, 1, 0′, 1′

and morphisms ι : 0 → 1, ι′ : 0′ → 1′ and identities. Let A = 1 + 1 and
U : A → C be the inclusion of {0, 0′}. Then the following holds:

1. (A, U) has a codensity monad (the trivial monad).

2. U does not have an adjoint (1 does not have an universal arrow).

3. (A, U) is algebraic.

Algebraicity: consider the type t : {ρ, σ} → (ObC)2, t(ρ) = (1, 0′), t(σ) =
(1′, 0). Then t−alg consists of (0, α), (0′, α′) with α(ρ) = ø, α(σ) = ø{id0′}
since hom(1, 0) = hom(1′, 0) = hom(1, 0′) = ∅. There are no t-algebras on 1
and on 1′ since there are no maps hom(1, 1) → hom(0′, 1) and {id1′} → ∅.

As a consequence, we see that there exists a codensity monad which is
not pointwise and an algebraic, hence Beck, category that is not l-algebraic.

5.3 An Overview of the Obtained Results

We have proved the propositions which, together with Beck’s theorem, may
be collected to the following theorem.

Theorem 5.3.1 Let C be a category and (A, U) be concrete category over C.
The following statements are equivalent:

1. A is monadic.

2. A is Beck and U has a left adjoint.

3. A is Beck and U has a pointwise codensity monad.

4. A is l-algebraic and U has a codensity monad.

5. A is an l-algebraic category with an Alg -universal arrow.

Remark 5.3.2 If C has copowers, then, due to Proposition B.2.7, we have
even stronger result:

A is a monadic category ⇔ A is a Beck category with a codensity monad ⇔
A is a Beck category with an Alg -universal arrow.
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The relations between metaclasses of concrete categories, namely the in-
clusions and intersections, are shown on the Hasse diagrams bellow. Here
CM,PWCM,Adj stand for metaclasses of concrete categories whose for-
getful functor has codensity monad, pointwise codensity monad, left adjoint,
respectively and FMonadic denotes the monadic categories for a free monad.

CM

RRRRRRRRRRRRRR Beck

kkkkkkkkkkkkkkk

UUUUUUUUUUUUUUUUUU

PWCM CM ∩ Beck

=?

Algebraic

llllllllllllll

UUUUUUUUUUUUUUUU
L− algebraic

=?

CM ∩ Algebraic

FFFFFFFFFFFFFFFFFFFFF
Algebraic ∩ L− algebraic

Adj

XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX Polymeric

iiiiiiiiiiiiiiiii

Monadic F − algebraic

iiiiiiiiiiiiiiiii

FMonadic.

For a cocomplete base category, the diagram also includes an item Varieties:

Beck

CM = PWCM L− algebraic

=?

Algebraic

Adj

EEEEEEEEEEEEEEEEEEEEE V arieties

Polymeric

mmmmmmmmmmmmm

Monadic F − algebraic

lllllllllllll

FMonadic.

The questions, whether the inclusions labeled by =? are strict, remain open.



Appendix A

Concrete Categories

A.1 Basic Concept of Concreteness

Definition A.1.1 Let C,D be categories and U : D → C a faithful functor.
We say that (D, U) is a concrete category over C, or C-concrete category in
short. U and C are called forgetful functor and base category, respectively.

Note 6 The pair (D, U) is often identified with D if we do not need to em-
phasize the name of the forgetful functor. If the choice of this functor is
obvious, the forgetful functor is usually denoted by UD.

Definition A.1.2 Let (D, U) be a concrete category over C.

• For an object B in D, U(B) is called the underlying object or carrier
of B.

• The class FibD(A) of D of all D-objects with carrier A is called the
fibre of A.

• D is called fibre-small if fibres of all objects in C are sets.

Definition A.1.3 Let (A, UA), (B, UB) be concrete categories over C and let
F : A → B be a functor. We say that F is concrete over C (or C-concrete) if
UB ◦ F = UA. Moreover, if F is an isomorphism, A, B are called concretely
isomorphic and we write A ∼=C B.

Metacategorical remark A.1.1 The metacategory of all C-concrete cate-
gories and C-concrete functors is denoted by ConC. Then there is an obvious
”forgetful functor” Con C → CAT given by the assignment (A, UA) 7→ A.

74



APPENDIX A. CONCRETE CATEGORIES 75

Definition A.1.4 Let C be a category. An absolute colimit in C is a colimit
in C, which is preserved by every functor C → C′ for every C′.

Let (A, U) be a concrete category over C. We say that (A, U) is a Beck
category if U creates all limits and absolute coequalizers.

A.2 Comma-Categories

Definition A.2.1 Let C1, C2,D be categories and F1 : C1 → D, F2 : C2 → D
functors. A comma-category F1 ↓ F2 is the category with objects (A, f, B),
where A and B are objects of C1 and C2, respectively and f : F1A → F2B is
a morphism in D called a structure arrow. We say that there is a morphism
(φ, ψ) : (A, f, B) → (A′, f ′, B′) if φ : A → A′ and ψ : B → B′ are the
morphisms in C1 and C2, respectively, such that the diagram bellow commutes:

F1A

F1φ

��

f // F2B

F2ψ

��
F1A

′ f ′ // F2B
′.

The identity and the composition of morphisms are given componentwise.

Let A = C1 × C2, then F1 ↓ F2 is a concrete category over A with the
forgetful functor given by (A, f, B) 7→ (A,B).

Remark A.2.1 If any of the functors F1, F2 is IdD, it is replaced by D in
the notation of comma-category. On the other hand, if any of F1, F2 is a
constant functor CX with the domain category 1 for some object X in D, we
substitute X for the label of the appropriate functor.

Let F2 = CX . Then we have a comma category F1 ↓ CX with the forgetful
functor F1 ↓ CX → C1 × 1 ∼= C1, hence it makes sense to assume such a
category to be concrete over C1.

Namely, for F1 = IdC, F2 = CX we get an X-slice category, usually
denoted by C/X, with its objects being the pairs (A, f), where f : A → X is
a morphism in C.

We define an X-coslice category X\C by duality on C.

Remark A.2.2 As proved in [16], if C is a complete category and X is
its object, then C/X is complete as well. In fact, the limit of a diagram
Q : D → C/X is of the form (L, λ) where, under the notation of Note 1, L is
the limit object of the diagram Q1 : D∗ → C where Q1 is defined as Q on D
and Q1(1) = X and, for each object d ∈ ObD, the terminal arrow td : d→ 1
in D∗ is mapped on the structure arrow of Q(d). The morphism λ : L → X
is the component of the limit cone labeled by 1.
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Universal Constructions in

Categories

The following text summarizes the main definitions and facts of two involved
concepts of category theory needed for this thesis: an adjunction and Kan
extensions. At first we set the notation for the natural transformations.

Notation of Natural Transformations

Definition B.0.2 Let there be categories A, B and C, functors P,Q : A → B
and R, S : B → C and natural transformations φ : P → Q and χ : R → S.
Then the induced natural transformations are denoted by Rφ : RP → RQ,
χQ : RP → SQ, Sφ : SP → SQ and χP : RP → SP . Moreover, there
is a transformation χ ∗ φ : RP → SQ called Godement product given by
compositions

SQ
χQ

""D
DD

DD
DD

D

RP

Rφ
<<zzzzzzzz

χP

""E
EE

EE
EE

EE
χ∗φ // SQ

SP.

Sφ
<<yyyyyyyy

Remark B.0.3 The properties of the Godement product (see [16]):

(χ2 ∗ χ1) ◦ (φ2 ∗ φ1) = (χ2 ◦ φ2) ∗ (χ1 ◦ ∗φ1) (B.1)

idR ∗ φ1 = Rφ1 (B.2)

χ1 ∗ idP = χ1P (B.3)

for every N,P,Q : A → B, R, S, T : B → C, N
φ1
→ P

φ2
→ Q, R

χ1
→ S

χ2
→ T .
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B.1 Adjunction and Monads

B.1.1 Universality and Adjunction

In this section we recall the basic categorial concept of universal arrows and
of adjunction. Proofs of the facts can be found in [7], [24].

Definition B.1.1 Given a functor F : C → D and object A in D. Let B
be an object in C and f : A → RB a morphism in D. We say (B, f) is an
R-universal arrow for A if for every C ∈ ObC and g : A → RC there is a
unique g̃ : B → C such that Rg̃ ◦ f = g. Object B is called a base object of
the universal arrow. The dual notion is a couniversal arrow.

Lemma B.1.1 Given a functor R : C → D and object A ∈ ObD, B ∈ ObC,
then there exists an R-universal arrow with the base object B iff

homD(A,−) ◦R ∼= homC(B,−). (B.4)

Proof: It is easy to see that the assignment g 7→ g̃ for g : A → RC with
C ∈ C defines an isomorphism ιC : homD(A,RC) ∼= homC(B,C). The univer-
sality, moreover, yields the naturalness of such a collection of isomorphisms.

Conversely, given an isomorphism ι : homD(A,−)◦R ∼= homC(B,−), then
f = ι−1

B : A→ RB yields the R-universal arrow (B, f). �

Remark B.1.2 By analogy, under the above assumptions, the existence of
an R-couniversal arrow over A with the base object B is equivalent to the
isomorphism

homD(−, A) ◦R ∼= homC(−, B). (B.5)

Moreover, if S : C → D is a contravariant functor, then the existence of a S-
universal arrow over A with the base object B is equivalent to the isomorphism

homD(A,−) ◦ S ∼= homC(−, B). (B.6)

Proposition B.1.3 Given functors R : C → D and L : D → C, then the
following statements are equivalent:

1. Every D-object has an R-universal arrow.

2. Every C-object has an L-couniversal arrow.
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3. There is a natural transformation η : IdD → R ◦ L such that, for every
D-object A, C-object B and a mapping f : A → RB, there is a unique
f̃ : LA → B satisfying Rf̃ ◦ ηA = f .

A
f //

ηA

��

RB

RLA
Rf̃

;;vvvvvvvvv

4. There is a natural transformation ǫ : L ◦ R → IdC such that, for every
C-object B, D-object A and a mapping g : LA → B, there is a unique
g̃ : A→ RB satisfying ǫB ◦ Lg̃ = g.

LA
g //

Lg̃

##G
GG

GG
GG

GG
B

LRB

ǫB

OO

Definition B.1.2 If the conditions stated above are satisfied, we say that R
is right adjoint functor for L, L is left adjoint functor for R, and we deal with
an adjoint situation, shortly adjunction, denoted by (η, ǫ) : L ⊣ R : C → D
and η and ǫ are called a unit and a counit of the adjunction, respectively.

Remark B.1.4 Given an adjunction L ⊣ R : C → D with morphisms f :
RA → RB, g : RC → RC for some C-objects A,B,C, then the morphism
LRA → C induced by the composition g ◦ f is

g̃ ◦ f = g̃ ◦ Lf.

We recall the following well-known property:

Proposition B.1.5 Let there be an adjunction L ⊣ R : C → D. Then L
preserves colimits and R preserves limits.

The following property can be found as an exercise in [3].

Proposition B.1.6 If the functor R : C → Set is right adjoint, then it is
isomorphic to hom(K,−) for some K ∈ C.

Remark B.1.7 Let C have copowers and Q be an object in C. Then there is
a copower functor −•Q : Set → C which is left adjoint to hom(Q,−) : C →
Set. To a set M , it assigns the coproduct of M copies of Q (the ”M-th”
copower of Q) and for a mapping h :M → N we define h •Q as the unique
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factorization of cocone uh(m) : Q →
∐

j∈N

Q,m ∈ M, over a colimit cocone

um : Q→
∐

j∈M

Q.

We get an adjunction (η, ε) : (− • Q) ⊣ hom(Q,−) : C → Set with the
unit morphism ηX : X → hom(Q,X • Q), for a set X and x ∈ X, defined
by ηX(x) = ux : Q → X • Q, i.e. the x-labeled canonical injection into the
coproduct. Moreover, for an object A of C, the counit ε : hom(Q,A)•Q→ A
is defined as the unique factorization of a cocone {φ|φ : Q → A} over the
colimit.

Free Objects

Definition B.1.3 Let C be a category and A be a C-concrete category with
the forgetful functor U : A → C and let A be an object in C. We say that the
object B of A is free over A if there is a U-universal arrow η : A→ UB.

The theory of universality and adjunction applied on the situation described
in the definition yields the following:

Remark B.1.8 Let (A, U) be a C-concrete category.

• A free object over a C-object A, if any, is determined uniquely up to an
isomorphism.

• Let the free objects exist over every A. Then these can be selected
functorially by a free functor W : C → A which is left adjoint to the
forgetful functor U .

• The existence of free objects yields the preservation of limits by the
forgetful functor.

• The free object in A over an initial object in the base category is the
initial object in A.

B.1.2 Monads and Comonads

Definition B.1.4 Let M be an endofunctor on a category C and let there
be natural transformations η : IdC → M , µ : M ◦ M → M . The triple
M = (M, η, µ) is called a monad on C if the following conditions are satisfied:

µ ◦ ηM = µ ◦Mη = idM ,

µ ◦Mµ = µ ◦ µM.

Then η and µ are called unit and multiplication of monad M .
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Dually we define a comonad.

Proposition B.1.9 Let (η, ǫ) : L ⊣ R : C → D be an adjunction. Let
M = R ◦ L, N = L ◦ R, µ = RǫL, ν = LηR. Then there is an associated
monad (M, η, µ) and an associated comonad (N, ǫ, ν) for the adjunction.

Definition B.1.5 Let M 1 = (M1, η1, µ1) and M 2 = (M2, η2, µ2) be monads.
A natural transformation φ : M1 → M2 is a monad transformation if the
diagrams

Id
η1 //

η2

&&NNNNNNNNNNNNN M1

φ

��
M2

M2
1

µ1 //

φ∗φ
��

M1

φ

��
M2

2

µ2 //M2

commute.

B.2 Kan Extensions

B.2.1 Basic Concept

The concept of Kan extensions, widely elaborated in [24], is another topic
involving the universality. In fact, there are two dual notions - left and right
Kan extension - related by the replacement of universality by couniversality
in the definition. However, there are still two different definitions of the right
Kan extension, which are not equivalent in general. The weaker one, which is
called just right Kan extension, can be seen as an instance of couniversality,
while the stronger one, pointwise right Kan extension, is given by a limit
construction. For the weaker case we show two versions of definition, a direct
one and the one involving the couniversality. The latter will be especially
useful.

Definition B.2.1 (Kan extension - direct version) Let A,B and C be cate-
gories and S : A → B , U : A → C be functors. A right Kan extension
of S along U is a pair RanUS = (T, e) consisting of a functor T : C → B
and a natural transformation e : TU → S satisfying the following universal
property: given a functor T ′ : C → B and a transformation e′ : T ′U → S,
then there is a unique transformation t : T ′ → T such that e′ = e ◦ tS. Then
we write T = RanUS.

By duality on categories A,B, C we define left Kan extension LanUS =
(LanUS, h).
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The following remark involves some strongly illegitimate notions such as
the collection of all metacategories and a functor between these hypercate-
gories. These are, however, used to enable a formal explanation of notation,
rather then to build a theory upon.

Metacategorical remark B.2.1 Let A and C be categories and U : A → C
be a functor. Then there are ”functors”

homCAT(A,−), homCAT(C,−) : CAT → METACAT

together with the ”transformation”

homCAT(U,−) : homCAT(C,−) → homCAT(A,−)

with the component on a category D given, for every functor T : C → D, by

homCAT(U,D)(T ) = T ◦ U.

Therefore, under the above assumptions, we have the functor homCAT(U,D) :
homCAT(C,D) → homCAT(A,D) for each category D. To simplify the nota-
tion, it will be denoted by [− ◦ U ].

Definition B.2.2 (Kan extension - unversality version) Let A,B and C be
categories and U : A → C be a functor. A [− ◦ U ]-couniversal arrow (T, e)
over a functor S : A → B is called right Kan extension of S along U .

Dually, [− ◦ U ]-universal arrow defines a left Kan extension.

Proposition B.2.2 Definitions B.2.1 and B.2.2 are equivalent.

Proof: The proof is straightforward. �

Remark B.2.3 Under the assumptions of the definitions, we get from (B.5)
that the existence of RanUS is equivalent to the isomorphism

homEndC(−, S) ◦ [− ◦ U ] ∼= homEndC(−,RanUS). (B.7)

Although the main definitions are taken from [24], we choose a different
definition for the stronger version of Kan extension and the definition from
[24] will be stated as a proposition.

Let A and C be categories with a functor U : A → C and let A be an
object in C. Then QA : A ↓ U → A will denote the forgetful functor for the
comma category (see Remark A.2.1).
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Proposition B.2.4 Let A,B and C be categories and S : A → B , U : A →
C be functors. Consider the functors S ◦ QA for every A ∈ ObC. If each of
these functors, seen as a large diagram, has a limit TA ∈ ObB, then there is
a functor T : C → B and a natural transformation e : T ◦ U → S such that
(T, e) = RanUS.

Definition B.2.3 (Pointwise Kan extension) Let A,B and C be categories
and S : A → B , U : A → C be functors. If, for each A ∈ ObC, the functor
SQA has a limit, then the induced right Kan extension of S along U is called
pointwise.

To say more about the relation between the stronger and weaker Kan exten-
sions, we will recall the definition of the preservation of Kan extensions.

Note 7 Given functors P,Q : C → B, R : B → D and a transformation
p : P → Q, then we apply the functor R on the pair (P, p) by

R(P, p) = (RP,Rp).

Definition B.2.4 Let A,B, C and D be categories, S : A → B, U : A → C,
R : B → D be functors. Then we say that:

• R preserves RanUS iff

∃RanUS ⇒ (∃RanU(RS) ∧ RRanUS = RanURS),

• R creates RanUS iff

∃RanU(RS) ⇒ (∃RanUS ∧ RRanUS = RanURS).

Now the relation between both kinds of right Kan extensions is captured
within the following theorem (see [24], Definition on p. 240).

For functors P,Q : A → B, by Nat(P,Q) we denote the class of natural
transformations P → Q. Using the illegitimate formalism we have

Nat(P,Q) = homhomCAT(A,B)(P,Q).

Theorem B.2.5 Let A,B and C be categories and S : A → B , U : A → C
be functors such that RanUS = (T, e) exists. Then the following statements
are equivalent:

1. RanUS is pointwise.

2. RanUS is preserved by hom(C,−) for every object C in C.
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3. For all objects B ∈ B and C ∈ C there is a natural isomorphism

homB(B, T (C)) ∼= Nat(homC(C,−) ◦ U, homB(B,−) ◦ S)

given by the assignment (g : B → TC) 7→ φg where φg is the natural
transformation with the component φgA : homC(C,UA) → homB(B, SA)
on an object A in A given by φgA(f) = eA ◦ Tf ◦ g for a morphism
f : C → UA in C.

Proof: For the proof see [24], Chapter X., Theorems 5.1 and 7.2. �

The situation, where both RanUS and RanURS exist and the equality
RRanUS = RanURS holds, can be expressed equivalently by both

• RanUS exists and R preserves RanUS,

• RanURS exists and R creates RanUS.

Its instance occurs in the relation between Kan extensions and adjunction
(see [24]):

Proposition B.2.6 Let A and B be categories and F : A → B be a functor.
Then the following statements are equivalent:

1. F has a left adjoint.

2. RanF IdA exists and F preserves it.

3. RanF IdA exists and F preserves all right Kan extensions with the values
in A.

The implication (1) ⇒ (3), together with Remark B.1.7 and Theorem
B.2.5, yields an important result:

Proposition B.2.7 A right Kan extension with the values in a category with
copowers is pointwise.

The copower functors from Remark B.1.7 have another application in
context of Kan extensions.

Remark B.2.8 Let C be a category with copowers and X, Y be its objects.
We define its endofunctor

GX,Y = (− •X) ◦ hom(Y,−).

Consider functors CX , CY : 1 → C with values X, Y , respectively. As
observed by J. Velebil, it is straightforward to prove that GX,Y = LanCY

CX .
As a consequence, there is an isomorphism

homEndC(CY ,−) ◦ [− ◦ CX ] ∼= homEndC(GX,Y ,−). (B.8)
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B.2.2 Codensity Monads

Proposition B.2.9 Given a functor U : A → C with the right Kan exten-
sion RanUU = (M, e), then there exists a monad M = (M, η, µ) with the
transformations η : IdC →M and µ :M2 →M induced by idU : U → U and
e ◦Me :M2U → U , respectively.

Definition B.2.5 The monad M = (M, η, µ) together with the transforma-
tion e introduced above is called codensity monad for U . If the corresponding
right Kan extension is pointwise, we say (M, e) is pointwise codensity monad.

If (A, U) is the concrete category, we say M is its codensity monad.

The following consequence of B.2.6 states that the existence of a codensity
monad is a weaker condition for the existence of an adjoint:

Proposition B.2.10 If a functor U : A → C has a left adjoint L with a
counit ǫ, then the induced monad together with the transformation e = Lǫ is
the pointwise codensity monad for U .

LetM = (M, η, µ) be a pointwise codensity monad for the forgetful func-
tor U of a concrete category (A, U) over a category C. Let A be an object
in C and (f,X) an object in A ↓ U , i.e., f : A → UX is a morphism in C.
Then by 〈f〉 we denote the corresponding morphism MA → UX such that
〈f〉 ◦ ηA = f .

The property 3. in Theorem B.2.5 for pointwise codensity monad yields
the following:

Proposition B.2.11 Under the above assumptions, for every A,B ∈ ObC,
there is an isomorphism

Υ : Nat(hom(B,−) ◦ U, hom(A,−) ◦ U) → hom(A,M(B)).

Given a natural transformation φ : hom(B,−) ◦ U → hom(A,−) ◦ U , Υ(φ) :
A → MB is the unique morphism such that, for every object X in A, every
morphism f : B → UX satisfies

φX(f) = 〈f〉 ◦Υ(φ).
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[4] J. Adámek, Algebra ∩ Coalgebra =Presheaves, Lecture Notes in Com-
puter Science 3629, Proceedings CALCO (2005), 67-82
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